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APPROACH & CASE STUDY

r   A B S T R A C T 

This paper focuses on the project control process and aims at improving the accuracy of 
the Estimate at Completion at Time Now, both in terms of cost and time. This objective 
requires the use of all the available information, in particular the information related 
to the actual performance of the current project, corresponding to the “internal view”, 
and the information related to the cluster of similar projects completed in the past, 
corresponding to the “external view”. In order to integrate both types of information, a 
Bayesian model has been developed, allowing for the updating of a prior estimate based 
on the external view by means of the data records collected during the progress of the 
current project, in order to obtain a posterior estimate of the fi nal cost and duration of 
the project. This approach allows for the mitigation of possible biases which can affect 
the project control process, particularly at the early stage of the project. The Bayesian 
model has been applied to three cases in the Oil and Gas industry. Notwithstanding the 
great difference between the projects, the integration of the internal and external views 
in the Bayesian model resulted in a better accuracy compared to the traditional formulas 
used in the Earned Value Management approach and, moreover, a better stability of the 
estimates from the early stage along the entire life cycle of the project.
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BAYESIAN 
INTEGRATION 
of internal and external views
IN FORECASTING 
PROJECT 
PERFORMANCE 

aims at forecasting the performance 
expected for the work remaining (WR), 
by analyzing current trends and future 
events which could possibly aff ect the 
evolution of the project. In the con-
text of Earned Management System 
(Stevens, 1986; Barraza et al., 2000; 
Kim and Reinschmidt, 2010; Marshall, 
2008), this forecasting process allows 
for the estimation of the fi nal cost 
“EAC” (estimate at completion) and the 
fi nal duration “TAC” (time at comple-
tion). Obviously, the control phase can 
only infl uence the remaining work of 
the project, taking corrective measures 
in case EAC and TAC diff er signifi cant-
ly from the planned baseline. Th is ap-
proach corresponds to a feed-forward 
type control loop, in which forecasting 
and re-planning processes are strictly 
interrelated.

Even though eff ective project 
management systems have been put 
in place, project failures in meeting 
planned objectives are common, in 
particular in large engineering and 
construction projects such as in the oil 
& gas industry, causing budget over-
runs and completion delays (Merrow, 
2011). In this regard, it remains an 
open question whether these failures 
are due to variances in project effi  cien-
cy during execution or to a lack of fore-
casting capability during the planning 
phase. In the former case, both positive 
and negative deviations from the base-
line should be expected, depending 
on the evolution of the project. On the 
contrary, a systematic overrun in terms 
of cost and time should be explained as 
a weakness of the planning process at 
the project outset. 

Kahneman and Tversky’s studies 
(Kahneman and Tversky, 1977; Kah-
neman and Tversky, 1979; Kahneman 
and Tversky, 2007) show that a ma-
jor source of planning failure, which 
infl uences the accuracy of fi nal cost 
and duration estimates, seems to be 
related to an exclusively ”internal” 
view approach, i.e., based only on data 

records or experts’ judgments related 
to the current project. Consequently, 
the research focus has moved to the 
psychological and political factors 
causing a bias in the planning process 
(Lovallo and Kahneman, 1993; Lovallo 
and Kahneman, 2003), and, in particu-
lar, two main sources of bias have been 
identifi ed (Flyvbjerg, 2006).

Firstly, the cognitive illusions, 
entailing two major aspects: over-op-
timism, i.e., the common attitude to 
assess future projects with greater 
optimism than is justifi ed by the actual 
previous experience, and anchoring, 
i.e., the attitude to deal with complex 
decisions selecting an initial reference 
point (e.g., the anchor stemming from 
past experience) and anchoring the 
estimate on it (Amabile, 1985; Bar-
Hillel, 1973; Buehler and Griffi  n, 2003; 
Buehler et al., 1994; Kutsh et al., 2011; 
McGraw and McCullers, 1979; Eroglu 
and Croxton, 2010; Evand et al., 2003; 
Roy et al., 2005; Slovic et al., 2004; 
Taylor and Brown, 1994; Walter et al., 
2006; Coget and Keller, 2010; Weick 
and Guinote, 2010; Ying et al., 2007).

Secondly, the strategic and political 
pressures that may typically emerge 
during proposal preparation. Indeed, 
the selection of a project presupposes 
a competition involving diff erent pro-
posals, which often causes a voluntary 
underestimation of cost and duration 
by the project proposers in order to 
make their own proposal as attractive 
as possible. As a consequence, the 
contribution of the external view may 
be signifi cant in improving the plan-
ning process and minimizing any bias 
(Birgit, 2011; Flyvbjerg et al., 2002; Fly-
vbjerg, 2004; Flyvbjerg, 2005; Flyvbjerg, 
2009a; Flyvbjerg, 2009b; Flyvbjerg et 
al., 2009).

Th e “external view” corresponds 
to the knowledge related to similar 
projects developed in the past (Flyvb-
jerg, 2006). In fact, it may be assumed 
that the current project belongs to a 
cluster of similar projects completed 

in the past. Note that the selection of 
the cluster of similar projects will be a 
subjective judgment since it depends 
on the weight assigned to the similarity 
criteria adopted (product, risks, cus-
tomer, geographical area, site, contract, 
etc.). Some cases, in fact, may express 
strong ambiguity. For example, if a 
company has to estimate the costs of 
an investment in a new technology and 
in an unfamiliar technological domain, 
should it take into account the set of 
highly innovative projects developed 
in diff erent technological domains or 
the set of barely innovative projects but 
belonging to the same technological 
domain?  Neither the former nor the 
latter option may be the best solution 
but both should be considered (Kah-
neman and Tversky, 1979) and the 
choice of the cluster of similar projects 
requires a subjective judgment from 
the project team.

Besides similarity criteria, the sub-
jective assessment should also consider 
the trade-off  between a large number 
of projects, leading to the risk of in-
cluding projects substantially diff erent 
from the current one, and a small num-
ber of projects, leading to a substantial 
loss of statistic signifi cance. It should 
be noted that in general when deal-
ing with Large Engineering Projects 
the number of past similar projects is 
small, since Large Engineering Projects 
developed by a single company are nec-
essarily few and moreover the diff er-
ences between the projects in terms of 
technology, stakeholders, environment, 
etc. may be signifi cant.

Firstly, this paper aims at exploiting 
all the knowledge sources available for 
project planning and, in particular, 
integrating the “internal view” and the 
“external view” by means of a Bayesian 
statistical model. Th e model allows for 
updating a prior estimate derived from 
the “external view”, i.e., from the clus-
ter of similar past projects through the 
data records collected during the pro-
gress of the current project, in order to 

INTRODUCTION 

Project management comprises 
a set of processes, techniques, tools 
and knowledge aimed at planning and 
controlling a unique, temporary and 
multidisciplinary task (Kleim & Ludin, 
1998). Th e PMI (2008) has identifi ed 
the following project management pro-
cesses: initiation, planning, monitor-
ing/execution, control and close-out.

Th is paper focuses on the con-
trol phase, in which, at every specifi c 
time “t” (time now), two distinct views 
emerge. One concerns the work already 
done, “WC” (work completed), whilst 
the second deals with the remaining 
part of the work, “WR” (work re-
maining). Th e control phase not only 
evaluates the past performance related 
to the work already done (WC), but also 



SEPTEMBER-DECEMBER 2013    |   THE JOURNAL OF MODERN PROJECT MANAGEMENT A 115114 B THE JOURNAL OF MODERN PROJECT MANAGEMENT   |  SEPTEMBER-DECEMBER 2013 

APPROACH & CASE STUDY  /// BAYESIAN INTEGRATION OF INTERNAL AND EXTERNAL VIEWS ...

obtain a posterior estimate of the fi nal cost and duration 
required to accomplish the project (Gardoni et al., 2007; Kim 
and Reinschmidt, 2009). Figure 1 shows the integration of the 
two knowledge components in order to improve the fore-
casting accuracy: the knowledge related to similar previous 
projects (external view) and the knowledge related to the 
work completed in the current project (internal view).

Secondly, the Bayesian approach has been extended to 
the overall project life cycle,  i.e., to each Time Now from the 
project outset to the project completion, in order to improve 
not only the initial planning process but also the control (i.e., 
re-planning) process during the project execution (Koole 
and Spijker, 2000; Goodwin, 2005). In fact, an episodic trend 
at time now, either negative or positive, may infl uence the 
estimate to complete, unless the “external view” mitigates 
the bias.

Th e fi rst section introduces the Bayesian model and 
the second section describes the application of the model 
to three oil & gas cases in order to test its eff ectiveness in 
comparison with the traditional EVM approach, based on 
the linear extrapolation of the current performance trend. 
Eventually, some fi nal conclusions are given.  

1. A Bayesian approach 
Subjective probability is defi ned as the degree of belief in 

the occurrence of an event, by a given person at a given time 
and with a given set of information (Galavotti, 1991; Nau, 
2001). Th e subjective probability of an event may be inter-
preted as the price that a person is willing to pay for a lottery 
ticket that yields one unit of money if the event occurs and 
nothing if it does not (De Finetti, 1974). Th e concept of 
probability, from this point of view, is strictly related to the 
set of available information (D’Agostini, 1999; Suppes, 2007; 
Lavine, 2007).

In this context, the “Bayes Th eorem” allows us to obtain 
the posterior probability density function of the parameter 

to be estimated by updating the prior probability density 
function, which expresses the experts’ opinion, by means 
of the likelihood function, namely, the probability density 
function of the actually observed experimental data.

For example, if μ is the parameter to be estimated and y=(γ1, 
..., γn) is the vector corresponding to the n independent and 
identically distributed experimental observations, con-
ditional on the parameter μ,  the Bayes Th eorem may be 
formulated as shown in equation 1:

In equation 1, the following four components may be 
identifi ed:

ff ƒ (μ|γ1, ..., γn): posterior probability density function of the 
parameter μ, given the sample y of experimental data;

ff ∏n
i=1

 ƒ (γ
i
|μ) : probability density function of the vector (γ1, ..., 

γn) conditional on the parameter μ, i.e., the likelihood function;

ff ƒ (μ) : prior probability density function of the parameter μ ; 

ff ∫ ∏n
i=1

 ƒ(γ
i
|μ) • dμ : marginal density function of  y .

Equation 1 describes a formal method to update the prior 
estimate ƒ (μ) , taking into account the experimental ob-
servations γi, i=1,n, related to the current project. A simpler 
and intuitive manner to formulate the previous equation is 
shown in equation 2, where the denominator is not consid-
ered since it represents just a normalization factor:

Th e Bayesian model as proposed in this paper is de-
scribed by the following two distributions. Th e fi rst one is 
related to the likelihood function and the second one to 
the prior distribution. Th e two distributions are assumed 
Gaussian; note that deviations may assume both positive and 
negative values, i.e., indicate both overrun and underrun. 
Th e two distributions are formulated by equations 3 and 6, 
respectively:

where:

ff K (t): physical progress percentage at time now;

ff x (t): overrun percentage cumulated at time now;

ff

: overrun percentage extrapolated 
to the end of the project; 

ff Z : true value, to be estimated, of the fi nal overrun percentage;

ff σ
x
: standard deviation of the observation 

 
.

Note that in the model the likelihood function used to 
update the prior distribution is based on a single observa-

tion   obtained at time now, where   represents the 
observed value aff ected by error of the true value Z of the 
fi nal overrun percentage. Th e project’s physical progress per-
centage K(t) at time now may be defi ned as the ratio between 
the amount of work already done, i.e., WC, and the overall 
amount of work to be done, i.e., WC+WR. In the following, 
the quantity x(t)  may indicate both cost overrun and time 
overrun percentages at time now, depending on the type of 
estimate required, as shown by equations 4 and 5. 

Equation 4 is used in order to obtain the cost overrun 
percentage cumulated at time now:

 =                        (4) 

where:
ff AC(t): Actual Cost at time t

ff EV(t): Earned Value at time t

ff BAC: Budget At Completion

Regarding the time overrun percentage cumulated at 
time now, equation 5 is used:

where:
ff t: Time Now

ff ES(t): Earned Schedule

ff PAC: Planned At Completion, i.e. planned duration of the project

Th e standard deviation σx expresses the decision maker’s 

degree of belief in the observation at time now  as a good 
predictor of the fi nal actual value, namely, how much he/she 

believes that the fi nal actual value may deviate from  .  
Th e prior distribution on Z is given by:

where: 
ff Z: parameter to be estimated: overrun 

percentage at the end of the project; 

ff θ: expected value of the parameter to be estimated; 

ff σ
rc
: standard deviation of the parameter to be estimated.

Th e standard deviation σrc describes the dispersion of the 
parameter Z related to the cluster of similar past projects. 
If σrc assumes a high value, it denotes that the outcomes 
of similar past projects in terms of cost/ time overrun are 
dispersed over a wide range; otherwise, it suggests a concen-
tration around the central value.  

Th e two distributions (equation 3 and 6) are assumed 
Gaussian. Obviously, this assumption about the normality of 

both distributions must be verifi ed by analyzing the experi-
mental data gathered during project progress.

Furthermore, the Gaussian prior distribution (equation 
6) is conjugated with respect to the Gaussian model (equa-
tion 3), hence allowing to obtain a Gaussian distribution as 
posterior distribution.   

From equation 2, equation 7 may be obtained.

As shown in equation 7, the posterior probability density 
function of the parameter Z to be estimated is obtained by a 
combination between the prior probability density function 
given by equation 8:

and the probability density function of the experimental 
data, i.e., the likelihood function, given by equation 9:

Th ese two distributions are to be combined in order to 
obtain the posterior distribution, as given by equation 10.

Th rough some mathematical transformation the follow-
ing equation is eventually obtained:

i.e., Z has a Gaussian posterior distribution with mean 
and variance shown in equations 12 and 13, respectively. 
It should be noted that the posterior mean in Equation 12 
represents the estimate of Z obtained through the Bayesian 
model.

In equation 12, the posterior mean appears to be based 
on a weighted average of the prior mean of Z, i.e., θ, and the 

experimental observation at time now  . Th e weights are 
given by the reciprocal of the variances σ2

rc and σ2
x, respec-

tively.
If we put σ−2

rc = we  (where the footnote “e” refers to the 
external view) and  σ−2

x = wi  (where the footnote “i” refers to 
the internal view) equation 12 can be formulated as follows:

and equation 13 can be written as follows:

FIGURE 1.  External view and internal view.
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where wi and we indicate the weight of 
the internal view and the external view, 
respectively. Along the project life cy-
cle, an increase of  wi  is expected, due 
to the increasing level of knowledge 
made available by the project progress, 
corresponding to a decreasing value of 
σx.

2. Three case studies in
the oil & gas industry 

The Bayesian model has been tested 
on three industrial projects, each asso-
ciated to one of three different clusters 
of similar projects completed in the 
past, in order to test its forecasting 
effectiveness compared to the tradi-
tional approach typical of the Earned 
Value Management System (EVMS) (El 
Sabban, 1973; McKinney, 1991; Anbari, 
2003; Christensen, 1996; Christensen, 
1998; Demenlemeester and Herroel-
en, 2002; Lipke, 2003; Marshall et al., 
2008; Project Management Institute, 
2011).

The company, representing the 
owner of the projects, operates in the 
oil and gas industry, covering the entire 
exploration, development and produc-
tion cycle, from exploring oilfields to 
extracting, producing, refining and 
distributing refined oil to final custom-
ers. In this context, the typical project 
entails a sequence of phases:  

ff Evaluation: carrying out the 
feasibility study of the project;  

ff Concept selection: developing 
technical and economical alternatives 
and choosing the alternative which 
maximizes the project value;

ff Concept definition:  designing and 
planning the selected project; 

ff Execution:  executing the project;

ff Commissioning, Start-up and 
Performance Test: preparing for 
the final test representing the 
prerequisite for the start up of the 
operation phase (i.e., first oil).

When closing out a phase, there 
is gate, which represents a mandatory 
check point, giving the green light to 
proceed to the next phase, otherwise 
the project is to be closed.   

In particular, the Bayesian mod-
el proposed in this paper covers the 
execution phase, namely, from the end 
of the concept definition phase to the 
performance test. The parameters to be 
estimated by the model are the mean 
and the variance of the final overrun 
percentage, both in terms of cost and 
time. The use of the percentage value 
allows for a direct comparison of dif-
ferent similar projects, notwithstand-
ing a different size. 

The clusters of similar projects 
considered in the case study are the 
following:  

ff Subsea projects (wellheads and 
pipeline installation under the sea );  

ff Offshore projects (facilities construction 
and oil extraction in the sea);  

ff Onshore projects (facilities and 
pipelines construction on land).

Once these reference clusters had 
been identified, the final overrun per-
centages in terms of cost and time were 
calculated for each single project in-
cluded in a cluster. Based on this data, 
the prior distribution related to each 
cluster was derived (see equation 6), 
assuming a Gaussian distribution with 
mean and variance equal to the sample 
mean and variance of the cluster data. 
The prior distribution deriving from 
each cluster was used for improving 
the control process of a current similar 
project.

Before obtaining the three prior 
distributions, the following points had 
to be checked: 

ff Identification of potential “outliers” 
(values considered to be anomalous for 
the distribution and possibly discarded);

ff Test of normality of the 
prior distribution.  

The normality test and the outlier 
elimination concerning the sub-sea 
and the onshore project clusters gave 
a positive result confirming both 
normality and absence of outliers. The 
analysis of normality was carried out 
by means of the Anderson Darling test, 

using Minitab software. In both cases, 
a P-Value was obtained, i.e., the mini-
mum significance value for which the 
normality hypothesis would be rejected 
(Gibbons and Prat, 1975). A figure for 
the P-Value higher than 0.05 allows the 
normality hypothesis to be accepted. 
In order to identify potential outliers in 
these two clusters, the Box-and-Whisk-
ers graph was considered to be the 
appropriate methodology, indicating 
the absence of outliers for both clusters 
respectively.  

A different situation emerged in 
the offshore cluster. The preliminary 
normality test showed negative results 
for both cost and time overrun per-
centages. This can be discerned from 
the P-Value which is lower than 0.05 in 
the Anderson Darling test, as shown in 
Figure 2.

In order to identify potential outli-
ers, the Box-and-Whiskers graph was 
applied, as in the previous cases. 

A potential outlier was identified, 
corresponding to the project in the 
upper right sector of the graphs in 
Figure 2. After an analysis of the cause 
of the anomalous result, it was decided 
to eliminate it from the distribution. It 
appeared that the project had under-
gone, during the execution phase, an 
unpredictable disruption creating both 
a budget overrun and a completion 
delay. After having eliminated this 
outlier, a further normality test was 
performed, obtaining a positive result.  

After having tested the normality 
of the distributions and eliminated the 
potential outliers, the prior distribu-
tions (see equation 6) were obtained for 
each reference cluster, whose mean θ 
and standard deviation σrc values are 
shown in  
Table 1.

It can be seen that the three clusters 
are characterized by a different behav-
ior in terms of cost performance and a 
similar behavior in terms of schedule 
performance. In particular, in Table 
1 the subsea cluster is characterized 
by the lowest values of cost overrun 
percentage and related dispersion, 
while the onshore cluster presents the 
highest values. 

ff The following characteristics explain 

the behavior of the subsea cluster; 

ff More standard technologies;

ff Larger contingency used to 
cover unforeseen events; 

ff Long term partnership with a small 
number of specialized suppliers; 

ff Highly skilled workforce.

On the other hand, the onshore 
cluster is characterized by greater 
values of cost overrun percentage and 
related dispersion, mainly due to the 
different geographic areas where the 
company operates, often requiring 
different technologies and numerous 
interfaces with local stakeholders 
which may adversely influence the 
project performance. 

After having identified the refer-
ence clusters of projects, a single pro-
ject currently in progress was chosen 
for each cluster in order to test the 
accuracy of the forecasting model. 

Note that the model requires the 
calculation of EV(t) (Earned Value), 
which indicates the budget cost of the 
work completed at time now (see equa-
tion 4). In the same way, the calculation 
is required of ES(t) (Earned Schedule), 
i.e., the planned time corresponding to 
the actual physical progress achieved at 
time now (see equation 5) (Lipke, 2003).

Based on EV(t) and ES(t), the ob-
servation x(t) required by the model at 
time now, i.e., the overrun percentage 
at time now, can be calculated for the 
current project, for cost (equation 4) 
and time (equation 5) respectively. 
Then, dividing the results obtained 
by the physical progress percentage at 
time now K(t), the forecast at the end of 
the project, in terms of both cost and 

time final overrun percentage, i.e.,  
, can be obtained.

It should be noted that the stand-
ard deviation σx, which represents the 
decision maker’s confidence at time 
now in the estimating accuracy of 

 as a predictor of the final over-
run percentage, depends mainly on 
the physical progress of the project. 
For instance, the estimate of the final 
overrun percentage obtained at 10% of 

physical progress deserves less confi-
dence than the same estimate obtained 
at 90% of physical progress, since in 
the latter case the amount of work 
completed and information available 
is larger. So the standard deviation σx 
decreases with the increasing progress 
of the project. In the three oil & gas 
case studies an empirical  relationship 
based on experience has been adopted 
between the physical progress K(t) and 
the standard deviation σx, for cost and 
time respectively (see Table 2).

In Table 2 the standard deviation 
values related to time are lower than 
those related to cost since for oil & gas 
projects meeting the schedule dead-
lines, i.e., the outset date of the opera-
tion phase, is typically a more binding 
constraint than meeting the budget 
cost. In Table 2, a ratio equal to 5 has 
been adopted between σx cost and σx 
schedule, along the project life cycle. 
The assumptions used in Table 2 seem 
to be robust, since a sensitivity analysis 
has demonstrated that variations of the 
ratio do not significantly change the 
results given by the model.

After obtaining the prior probabil-
ity density function (see Table 1) and 
the likelihood function (see equation 

9) based on    and σx, mean and 
variance of the posterior probability 
density function can be calculated by 
means of the Bayes Theorem (equation 
13 and 14, respectively).

Considering the above mentioned 
three cases, i.e,. A (subsea), B (offshore) 
and C (onshore) respectively, for each 
project, Table 3 indicates three different 
values of physical progress, at which  
the observation x(t) has been collected 
(see K(t) column) and the correspond-
ing estimate, based on the Bayesian 
model, of the final cost of the project 
(see EAC Bayesian column). Further-
more, the initial budget (see BAC 
column) and the final actual cost (see 
the last column) are reported.  In par-
ticular, the data related to cases A and 
C, i.e., the cost baseline, the actual cost 
curve and the corresponding monthly 
expenditures, are given in Figures 3 
and 4 respectively.

Analogous parameters are given for 
the project duration (Table 4), where 
PAC indicates Planned at Completion, 
i.e., the planned project duration, and 
TAC indicates Time at Completion, i.e., 
the estimated project duration at time 
now. Furthermore, the final actual du-
ration (see the last column) is reported.  

For each case and for each value of 
physical progress, further estimates of 
the final actual cost and duration have 
been determined using two traditional 
formulas applied in EVMS (Earned 
Value Management System) (equations 
16 and 17), as shown in Table 3 and 
Table 4, for cost and time respectively:

These formulas represent a bench-
mark for evaluating the performance 
of the Bayesian model. Two cases have 
been considered for CPIf  (cost perfor-
mance index future) and SPIf  (schedule 
performance index future),  respective-
ly:

ff CPIf = CPIp, (SPIf = SPIp), i.e., the future 
performance of the project, related 
to WR, will correspond to the past 
performance, related to WC (see the 
fourth column in Table 3 and Table 4);

ff CPIf = 1, (SPIf = 1), i.e., the future 
performance of the project will 
correspond to the initially planned 
performance (see the fifth column 
in Table 3 and Table 4).

As shown in Table 3, the Bayesian 
model generally gives better results 
than the EVMS formulas, in particular 
at the project outset, when the available 
information is scant and significant 
decisions are to be made. These results 
confirm that an overconfidence on 
the internal view at the project outset, 
without the balancing effect of the 
external view, may lead to a forecasting 
error. 

For example, focusing on the fore-
cast in case A, at 12.06% of physical 
progress in February 2010 (see figure 
3), the exclusive use of the “internal 
view”, based on the observation at time 

now of   = -1.09, corresponding 
to an underrun, would give an over 
optimistic estimation of the final cost 
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corresponding to -47 million (obviously 
impossible). Th anks to the integration 
with the external view, at this ear-
ly stage of the project, the fi nal cost 
estimation becomes 509 million, which 
is close to the 523 million actual cost 
at completion. At 50% progress the 
estimate given by the model becomes 
even more accurate.

Th e case A reveals a high effi  ciency 
at the outset but the gap between the 
actual cost (grey line) and the base-
line (black line) decreased during the 
project life cycle meeting the budget 
requirements at the end of the project 
(see Figure 3).

Notwithstanding the initial high 
performance leading to an over opti-
mistic forecast, the integration of in-

ternal and external view for the subsea 
project, provides an estimated value 
of fi nal cost close to the actual value, 
registering only 
2.7% of forecasting error since the 
project outset.    

Obviously, the infl uence of the prior 
distribution, corresponding to the 
external view, will be lower at a higher 
physical progress percentage, accord-
ing to the decreasing values of stand-
ard deviation σx along the project life 
cycle (see Table 2). Th is behavior of σx, 
i.e., the degree of belief in the estimate 
provided at time now, makes sense 

since the closer the observation   to 
the completion date of the project, the 
greater the amount of work completed 

and the fewer the degrees of freedom 
for corrective actions. Similar consid-
erations about the performance of the 
forecasting model may be extended to 
the estimations obtained in case B. 

A lower forecasting accuracy oc-
curred in case C with reference to the 
fi rst two observations. Th is forecast in-
accuracy was mainly due to an unfore-
seen situation that occurred after the 
second observation, due to a change of 
contractor, causing a severe disruption 
in the construction process.  Th is event 
may be considered a very low probabil-
ity and very high impact risk (Caron, 
2013). In fact, a sharp increase in the 
actual cost (grey line) compared to the 
budget cost (black line) is shown in 
Figure 4 in June 2009, due to the work 
disruption stemming from the change 
of contractor, that neither the Bayesian 
model nor the traditional EVMS for-
mulas could have been able to foresee. 
Notwithstanding the unforeseen situ-
ation, the Bayesian model gives overall 
better results than the EVMS formulas, 
particularly at the project outset.

As shown in Table 4, where the 
values are expressed in months, the 
estimations of the project duration, 
obtained by the Bayesian model, are on 
average more accurate than the EVMS 
estimations. Nevertheless, as shown in 
Table 4, a loss of accuracy in case C oc-
curred, due to the unforeseen problem.

Th e results achieved by the Bayes-
ian model do not only show a greater 
accuracy compared to the traditional 

FIGURE 2. Anderson Darling Test offshore projects.

TABLE 1. Means and standard deviations of prior distributions.

TABLE 2.  Standard deviation σ
x
 as a function of physical progress.

FIGURE 4. Actual cost curve vs. planned cost curve (case C).

FIGURE 3. Actual cost curve vs. planned cost curve (case A).

EVMS formulas at the outset of 
the project, but they also indicate 
a greater stability of the forecast 
along the project life cycle. Indeed, 
the results achieved by the tradi-
tional EVMS formulas feature a 
greater volatility along the project 
life cycle, as shown in Tables 3 and 
4. It should be noted that the cases 
considered in the paper are chal-
lenging from the forecasting point 
of view, in particular case A (initial 
exceptional performance) and case 
C (unforeseen disruption in the 
middle of the execution phase). In 
the Bayesian model, the stability 
has been obtained by means of the 
contribution of the external view, 
which, in general, represents a 
stabilization factor for the inter-
nal view, particularly in the early 
phase of the project.

3. Conclusion
In this paper a Bayesian model 

for estimating the fi nal cost and 
duration of a project at time now 
has been developed, based on the 
integration of the internal view 
concerning the current project 
and the external view, related to 
knowledge deriving from previous 
similar projects. Th e model may 
be applied at each time now along 
the project life cycle and allows for 
mitigating the possible forecasting 

CLUSTER
SUBSEA

CLUSTER
OFFSHORE

CLUSTER
ONSHORE

Mean cost
overrun %

Standard
deviation cost

overrun %

Standard
deviation cost

overrun %

Standard
deviation cost

overrun %

Mean time
overrun %

Mean time
overrun %

Mean time
overrun %

Standard
deviation time

overrun %

Standard
deviation time

overrun %

Standard
deviation time

overrun %

0.08175 0.163

0.2833

0.5159 0.1966

0.1399

0.2374 0.2149

0.199

0.2397

0.03065

0.6344

Mean cost
overrun %

Mean cost
overrun %

TABLE 3.  Output of the Bayesian model vs. EVMS 
formulas vs. actual results (COST).

TABLE 4. Output of the Bayesian model vs. EVMS formulas vs. 
actual results (SCHEDULE).

CASE A
(subsea)

K(t) BAC

523

89

491

12.06 509

523

530

103

90

91

416

385

473

218

380

516

95

71

90

314

338

470

456

435

517

82

75

82

319

332

455

58.8

86.7

6.83

62.2

80.6

20.08

68.1

89.57

81

320

EAC
Bayesian EVMS (CPlf=CPlp) EVMS (CPlf=1)

FINAL
ACTUAL

COST

CASE B
(offshore)

CASE C
(onshore)

CASE A
(subsea)

K(t) PAC

35

32

31

34

33

33

38

35

37

37

32

33

35

32

33 33

33

38

35

35

35

32

33

35

32

32

33

32

34

34

31

36

35

12.06

58.8

86.7

6.83

62.2

80.6

20.08

68.1

89.57

TAC
Bayesian EVMS (SPlf=SPlp) EVMS (SPlf=1)

FINAL
ACTUAL

COST

CASE B
(offshore)

CASE C
(onshore)



r Franco Caron, professor with the Manage-
ment, Economics and Industrial Engineering De-
partment at Politecnico di Milano, is in charge 
of the course “Management of Large Engineer-
ing Projects” both in the Systems Engineering 
and Industrial Engineering Programs. He is also 
in charge of the course Project Risk Analysis and 

Management in the Master in Strategic Project Management 
European - developed jointly by MIP-Politecnico di Milano, 
Heriot Watt University Edimburgh and UMEA University.

r Fabrizio Ruggeri, (B.Sc. Milano, M.Sc. Car-
negie Mellon, Ph.D. Duke) is Research Director 
at the Italian National Research Council. Fellow 
of the American Statistical Association, elected 
member of the International Statistical Insti-
tute, former President of the European Network 
for Business and Industrial Statistics and current 

President of the International Society for Bayesian Analysis, he 
is Editor-in-Chief of Applied Stochastic Models in Business and 
Industry and Wiley’s Encyclopedia of Statistics in Quality and 
Reliability, author of more than 100 papers and some books, 
mostly in Bayesian and industrial statistics.

r Cristiano Borgarucci , B.Sc. in Production 
Engineering Management at the University 
Polytechnic of Marche; M.Sc. in Management 
Engineering in 2011 at Politecnico di Milano, with 
a thesis work in Project Management. Currently 
working with Ariston Thermo Group, Organiza-
tion and Processes Management Department, 
Fabriano, Italy.

authors

SEPTEMBER-DECEMBER 2013    |   THE JOURNAL OF MODERN PROJECT MANAGEMENT A 121120 B THE JOURNAL OF MODERN PROJECT MANAGEMENT   |  SEPTEMBER-DECEMBER 2013 

APPROACH & CASE STUDY  /// BAYESIAN INTEGRATION OF INTERNAL AND EXTERNAL VIEWS ...

Amabile, T. M. (1985), “Motivation and creativity: 
eff ects of motivational orientation on creative writ-
ers”, Journal of Personality and Social Psychology, 
Vol.48, No.2, pp. 393-399.

Anbari, F. (2003), “Earned value project management 
method and extensions”, Project Management Jour-
nal, Vol. 34, No. 4, pp. 12-23.

Bar-Hillel, M. (1973), “On the subjective probability of 
compound events”, Organizational Behavior and 
Human Performance, Vol. 9, No.3, pp. 396-406.

Barraza, G.A., Back, W.E., Mata, F. (2000), “Proba-
bilistic Monitoring of Project Performance Using 
SS-Curves”, Journal of Construction Engineering 
and Management, Vol.126, No.2, pp.142-148.

Birgit, W. (2011), “Perspectives on optimism within the 
context of project management: a call for multilevel 
research”, IMB Institute of Management Berlin, Vol. 
59.

Buehler, R. and Griffi n, D. (2003), “Planning, person-
ality and prediction: the role of  future focus in opti-
mistic time predictions”, Organizational Behavior 
and Human Decision Processes, Vol. 92, pp. 80-90.

Buehler, R., Griffi n, D. and Ross, M. (1994), “Ex-
ploring the “Planning Fallacy”: why people under-
estimate their task completion times”, Journal of 
Personality and Social Psychology, Vol. 67, No.3, pp. 
366-381.

Caron, F. (2013), Managing the continuum: certainty, 
uncertainty, unpredictability in large engineering 
projects, Springer

Christensen, D. (1996), “Project Advocacy and the 
estimate at completion problem”, Journal of Cost 
Analysis and Management, Spring 1996, pp. 35-60.

Coget, J.F. and Keller F. (2010), “Th e critical decisions 
vortex: Lessons from the emergency room”, Journal 
of Management Inquiry, Vol. 19, No. 1, pp. 56-67.

Communities and local government: London (2007), 
“Adjusting for optimism bias in regeneration 
projects and programs”, available at: http://www.
communities.gov.uk (accessed 15 October 2011).

D’Agostini, G. (1999), “Overcoming priors anxiety”, in 
Bayesian Methods in the Sciences, ed. Bernardo, 
J.M, Revista de la Real Academia de Ciencias, Ma-
drid, Vol.33, No.3.

Christensen, D.S. (1998), “Th e costs and benefi ts of 
the earned value management process”, Acquisition 
Review Quarterly, Vol.3, No.1, pp. 373-385.

De Finetti, B. (1974), Th eory of Probability, John Wiley 
& Sons.

Demenlemeester, E.L. and Herroelen, W. (2002), Pro-
ject Scheduling: A Research Handbook,  Kluwer’s 
International Series, USA.

El Sabban, Z. (1973), “Forecast of cost/schedule status 
utilizing cost performance reports of the Cost/
Schedule Control Systems Criteria: a Bayesian ap-
proach”, US Army Aviation Systems Command, St. 
Louis Missouri, AD-754576.

Eroglu, C. and Croxton, K.L. (2010), “ Biases in judg-
mental adjustments of statistical forecasts: the role 
of individual diff erences”, International Journal of 
Forecasting, Vol. 26, pp. 116-133.

Evans, D., Heuvelink, A. and Nettle, D. 
(2003), “Th e evolution of optimism: a 
multi-agent based model of adaptive 
bias in human judgment”, Proceedings 
of the AISB’03 Symposium on Scientifi c 
Methods for the Analysis of Agent-En-
vironment Interaction, University of 
Wales, pp. 20-25.

Flyvbjerg, B. (2005), “Policy and planning 
for large infrastructure projects: prob-
lems, causes, cures”, World Bank Policy 
Research, Working Paper no. 3781.

Flyvbjerg, B. (2006), “From Nobel prize to 
project management: getting risk right”, 
Project Management Journal, Vol. 37, 
pp. 5-15.

Flyvbjerg, B. (2009a), “Optimism and 
misrepresentation in early project 
development”, Williams, T.M., Samset, 
K. and Sunnevag, K., Making Essential 
Choices with Scant Information: Front-
end Decision Making in Major Projects, 
Palgrave McMillan.

Flyvbjerg, B. (2009b), “Survival of the 
unfi ttest: why the worst infrastructure 
gets built – and what we can do about 
it”, Oxford Review of Economic Policy, 
Vol. 25, No 3, pp. 344-367.

Flyvbjerg, B. (2004), “Procedures for 
dealing with optimism bias in transport 
planning”, Th e British Department for 
transport, London, UK.

Flyvbjerg, B., Holm M.S. and Buhl S. 
(2002), “Underestimating costs in pub-
lic works projects: error or lie?”, Journal 
of the American Planning Association, 
Vol. 68, No.3 (Summer), pp. 279-295.

Flyvbjerg, B., Garbuio, M. and Lovallo, 
D. (2009), “Delusion and deception in 
large infrastructure projects”, Califor-
nia Management Review, Vol. 51, No.2, 
pp.170-193.

Galavotti, M.C. (1991), Subjectivism, 
Objectivism and Objectivity in Bruno 
De Finetti’s Bayesianism, Department 
of Philosophy, available at:  http://
www.swif.it/biblioteca/lr, (accessed 15 
October 2011).

Gardoni P., Reinschmidt K.F. and Kumar 
R. (2007), “A probabilistic framework 
for Bayesian adaptive forecasting of 
project progress”, Computer-Aided 
Civil and Infrastructure Engineering, 
Vol.22, pp.182-196

Gibbons, J.D. and Prat, J.W. (1975), “P-val-
ues: Interpretation and Methodology”, 
Th e American Statistician, Vol.29, No.1, 
pp.20-25.

Goodwin, P. (2005), “How to integrate 
management judgment with statistical 
forecasts”, Foresight: Th e International 
Journal of Applied Forecasting, Vol.1, 
No.1, pp. 8-12.

Kahneman, D. and Tversky, A. (1977), 
“Intuitive Prediction: Biases and cor-
rective procedures”, Defense Advanced 
Research Projects Agency.

Kahneman, D. and Tversky, A. (1979), 
“Intuitive prediction: biases and 
corrective procedures”, TIMS Studies 
in Management Science, Vol. 12, pp. 
313–327.

Kahneman, D. and Tversky, A. (2007), 
“Judgment under uncertainty: Heuris-
tics and Biases”, Science, New Series, 
Vol. 185, No.4157, pp. 1124-1131.

Kim, B. and Reinschmidt, K.F. (2009), 
“Probabilistic Forecasting of Project 
duration Using Bayesian Inference and 
Beta Distribution”, Journal of Con-
struction Engineering and Manage-
ment, Vol.135, No.3, pp.178-186.

Kim, B. and Reinschmidt, K.F. (2009), 
“Probabilistic Forecasting of Project 
duration Using Kalman Filter and the 
Earned Value Method”, Journal of Con-
struction Engineering and Manage-
ment, Vol.136, No.8, pp.834-843.

Kleim, R. and Ludin, I. (1998), Project 
management practitioner’s handbook, 
AMACOM.

Koole, S. and Spijker, V.M. (2000), “Over-
coming the Planning Fallacy through 
willpower: eff ects of implementation 
intentions on actual and predicted 
task-completion times”, European 
Journal of Social Psychology, Vol. 30, 
pp. 873-888.

Kutsch, E., Lupson, J., Maylor, H. and 
Weyer, B. (2011), “Performers, trackers, 
lemmings and the lost: sustained false 
optimism in forecasting project out-
comes”, International Journal of Project 
Management, Vol.29, pp. 1070-1081.

Lavine, M. (2007), Introduction to statis-
tical thought, available at: http://www.
math.umass.edu/~lavine/Book/book.
html (accessed 15 October 2011).

Lipke, W. (2003), “Schedule is diff erent”, 
Th e Measurable News, Summer 2003, 
pp. 31-34. 

Lovallo, D. and Kahneman, D. (1993), 
“Timid choices and bold forecasts: a 
cognitive perspective on risk taking”, 
Management Science, Vol. 39, No. 1, pp. 
17-31.

Lovallo, D. and Kahneman, D. (2003), 
“Delusion of Success: How optimism 
undermines executives’ decisions”, 
Harvard Business Review, Vol. 81, July 
2003, pp. 56-63.

Marshall, R.A., Ruiz, P., and Bredillet, 
C.N. (2008), “Earned value management 
insights using inferential statistics”, 
International Journal of Managing 

Projects in Business, Vol.1, No.2, pp. 
288-294

McGraw, K.O. and McCullers, J.C. (1979), 
“Evidence of detrimental eff ect of ex-
trinsic incentives on breaking a mental 
set”, Journal of Experimental Social 
Psychology, Vol. 3, pp. 285-294.

McKinney, J.W. (1991), “Estimate at Com-
pletion Research”, Air Force Institute of 
Technology.

Merrow, W.E. (2011), “Oil Industry Meg-
aprojects: Our Recent Track Record”, 
Off shore Technology Conference.

Nau, R. F.  (2001), “De Finetti was right: 
probability does not exist”, Th eory and 
Decision, Vol. 51, pp. 89-124.

Project Management Institute (2008), A 
guide to the Project Management Body 
of Knowledge (PMBOK) 4th ed., Project 
Management Institute 

Project Management Institute (2011), 
Practice standard for Earned Value 
Management, Newton Square, PA, 
Project Management Institute 

Roy, M.M., Christenfeld, N. J. S. and 
McKenzie, R. M. (2005), “Th e broad 
applicability of memory bias and its 
coexistence with the planning fallacy: 
reply to Griffi  n and Buehler”, Psycho-
logical Bulletin, Vol. 131, pp. 761-762. 

Slovic, P., Finucane, M. L., Peters, E. 
and Mac Gregor, D. (2004), “Risk as 
analysis and risk as feelings: some 
thoughts about aff ect, reason, risk and 
rationality”, Risk Analysis, Vol.24, No. 
2, pp. 311-321

Stevens, W.M. (1986), “Cost Control: In-
tegrated Cost/Schedule Performance”, 
Journal of Management in Engineering, 
Vol.2, No.3, pp.157-164

Suppes, P. (2007), Where do Bayesian 
priors come from?, Springer. 

Taylor, S.E. and Brown, J.D. (1994), “Pos-
itive illusions and well-being revisited 
separating fact from fi ction”, Psycologi-
cal Bulletin, Vol. 116, pp. 21-27.

Walter, C., Greene, B.A. and Mansell, 
R.A. (2006), “Identifi cation with 
academics, intrinsic/extrinsic motiva-
tion, and self-effi  cacy as predictors of 
cognitive engagement”, Learning and 
Individual Diff erences, Vol. 16, pp. 1-2.

Weick, M. and Guinote, A. (2010), “How 
long will it take? Power biases time 
predictions”, Journal of Experimental 
Social Psychology, Vol. 46, No.4, pp. 
595-604. 

Ying, Z., Ayelet, F. and Ravi, D. (2007), 
“When Th inking Beats Doing: Th e Role 
of Optimism Expectations in Goal-
Based Choice”, Journal of Consumer 
Research, Vol.34.

bias causing excessively optimistic (or pessimistic) 
estimates, particularly at the project outset when 
available information is scant and signifi cant deci-
sions are to be made. An explorative analysis was 
conducted in order to test the model accuracy in 
three projects belonging to three separate clusters of 
similar projects related to the Oil and Gas industry. 
Th e model allowed for an improvement of the fore-
casting accuracy in comparison with the traditional 
formulas used in the Earned Value Management 
System framework.Th e estimations given by the pro-
posed model showed a better performance from the 
project outset and a good stability along the life cycle 
of the project.

An extensive industrial application of the model 
is required in order to confi rm the eff ectiveness of 
the proposed approach. Moreover, a further research 
development could be the improvement of the in-
ternal view by integrating data records and experts’ 
judgment through a Bayesian approach.
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