
KEYWORDS f collaborative planning and scheduling  f collaborative project management f 
interventions in large scale facilities

FRAMEWORK

r   A B S T R A C T 

Collaborations imply interdisciplinary work, and require 

exchanges, communication and compromise. When 

managing a project, collaboration will lead to complex 

interactions and feedback between tasks. The planning 

and scheduling phase of a project already benefits from a 

large number of tools, mostly based on the Precedence Di­

agramming Methods (PDM) and its precedence links. This 

linear vision of how a project shall be planned and sched­

uled does not fit with the consequences of collaborative 

work, and unfortunately, no mainstream method for pro­

ject planning and scheduling does. This work proposes a 

collaborative planning and scheduling framework based on 

gathering and handling of temporal constraints through 

a qualitative temporal algebra, and then on matrix based 

task-sequence optimization. It provides equal treatment 

to all constraints, highlights conflicts and propagates the 

effect of a constraint modification into the existing plan, 

thus taking coupling, feedback and rework into account.
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etc.) that can appear between tasks in 
highly collaborative contexts.

Luckily, methods enabling to take 
such characteristics into account exist, 
in project planing and scheduling as 
well as in process modeling. It is in par-
ticular the case of the Design Structure 
Matrix, as matrix-based framework 
specializing in handling dependencies, 
loops and coupling. But temporal infor-
mation about such dependencies must 
also be gathered as close as possible to 
the needs of the collaborators before 
being fed to planning and scheduling 
tools, and suitable frameworks also lack 
in project management, the mostly used 
system being the four dependencies 
used in the Precedence Diagramming 
Method.

It can be shown that project man-
agement could benefit from frameworks 
used so far in planning and scheduling 
for artificial intelligence, and more 
specifically from a framework intro-
duced in the 1980s by James Allen: Al-
len’s interval algebra, a qualitative tem-
poral algebra using an interval-based 
representation of time.

This article is divided in five sec-
tions. A more formal definition of 
collaboration and of the collaborative 
planning and scheduling context con-
sidered is given in section one, and the 
classic methods used for planning and 
scheduling in project management are 
described in section two, where their 
limitations in collaborative contexts are 
also analyzed. Section three focuses on 
Allen’s interval algebra and DSM, before 
proposing the collaborative DSM, a 
collaborative planning and scheduling 
framework combining them. Section 
four describes two practical cases for 
illustration purposes, and section five 
provides the conclusions of this work, as 
well as future research works.

1.	 What is Collaborative 
Planning and Scheduling?
1.1 Defining the Collaboration

In this paper, planning and sched-
uling methods suited to collaborative 
project management will be consid-
ered. Consequently, it is important to 
formally define our understanding of 
a collaboration, and of a collaborative 
planning and scheduling environment: a 
collaboration is the association of sever-
al entities, performing different roles in 
order to work together to reach one or 
several goals.

The word “entities”, used to refer to 
the different collaborators, has been 
chosen carefully: a collaboration can 
be as simple as that of a rider and his 
horse, and as complex as those exist-
ing at CERN with several hundreds of 
individuals performing very diverse and 
distinct activities in several dozens of 
fields. It can also involve machines, and 
one can think for instance about mul-
ti-agent systems or about human-com-
puter collaboration in artificial in
telligence. This paper will mainly focus 
on human-human collaborations, and 
is based on case studies of CERN and 
its collaborative engineering projects. 
Regarding the notion of a common goal, 
we do not consider it to be the main 
motivation for collaborators to join the 
collaboration, but rather the motivation 
behind the existence of the collabora-
tion itself. In addition, any collaborator 
may have their own personal goals to 
reach, as long as these do not conflict 
with the aim which is common to all.

When mentioning the roles played 
by the collaborators, the emphasis is 
placed on the fact that these roles are 
distinct one from another. At CERN, in 
order to run, maintain and upgrade the 
particle accelerators, more than forty 
different disciplines are involved: among 

many others, cryogenics engineers, 
magnets specialists, beam engineers 
or radiation protection experts, not to 
mention particle physicists. As such, 
a collaboration stems from a need of 
different types of input to reach the 
aforementioned common goal, and from 
the fact that one collaborator cannot 
answer to this need alone. Or, in other 
words, we understand the collaboration 
to be necessarily interdisciplinary, and 
not the association of several identical 
entities, thus producing “inter-laced 
knowledge” (Boisot, Nordberg, Yami, & 
Nicquevert, 2011).

Collaboration is more than just 
“adding people up”. Collaborating is not 
about juxtaposing different actors and 
managing their independence. All these 
different actors have their own practic-
es, and in a way their own languages, 
even if they all happen to speak English 
together every day. Working in a collab-
oration implies trying to understand the 
people one is working with: what added 
value their work gives to the collabora-
tion, and what their possible limitations 
are. As a result, managing a collabo-
ration is about coordinating all those 
different actors while leaving them 
enough autonomy in their own jobs, by 
defining and managing “coordinated 
zones of autonomy” through “exchange 
spaces” (Nicquevert, 2013; Nicquevert, 
Boujut, et al., 2013). These spaces, much 
like trading zones (Galison, 1997), 
stand at the interface defined between 
different fields. They aim to establish 
common references and tools, while 
leaving everyone enough freedom to do 
their own job in their zone of autonomy. 
In this perspective, the framework of 
communities of practices can also be 
introduced (Wenger, 1998) (see Figure 1), 
where the project manager is the “bro-
ker” who will help practitioners to create 
links between different disciplines and 
handle conflicts when necessary. Other 
notions, such as the “boundary object” 
(Star, 2010), serve as references or com-
mon definitions for collaborators at an 
interface.

INTRODUCTION 

  Large scale facilities such as nuclear power plants, 
chemical plants, particle accelerator facilities such as the ones 
present at CERN require the work of many different special-
ists in many different scientific fields, from the technicians to 
the engineers and sometimes researchers. In addition, person-
nel members at CERN come from more than forty different 
countries. Consequently, projects run for these large scale 
facilities will require the participation of all these different 
professionals to be successful.

All these large scale facilities are highly collaborative en-
vironments. Project management in this specific context shall 
be more complex than in smaller businesses with defined 
fields of action, even though a project will always imply some 
level of collaboration. To our knowledge, project management 
lacks tools and methods suitable for such situations, especially 
when it comes to planning and scheduling.

In fact, methods used today still rely on methods which 
can date as far back as the 1960s, like the Precedence Dia-
gramming Method, which have already proved to be more 
than useful. But it can be shown that such methods, typically 
displaying projects as linear endeavors, are not entirely suited 
to the complex interactions (e.g., coupling, feedback, loops, 



SEPTEMBER–DECEMBER 2013    |   THE JOURNAL OF MODERN PROJECT MANAGEMENT A 5352 B THE JOURNAL OF MODERN PROJECT MANAGEMENT   |  SEPTEMBER–DECEMBER 2013 

FRAMEWORK  /// AN ENHANCED PLANNING AND SCHEDULING APPROACH SUITED TO THE REQUIREMENTS OF COLLABORATIVE PROJECT MANAGEMENT

1.2 Collaborative Planning 
and Scheduling

Every project goes through a plan-
ning and scheduling phase, to estimate 
the duration of activities, set deadlines 
for milestones and deliverables and 
estimate its overall duration. Collabora-
tors must get a precise idea of temporal 
links that exist between the activities 
in which they participate and the rest 
of the project. They must be able to 
communicate their constraints, and un-
derstand those of others. The planning 
and scheduling part of a collaborative 
project is thus a temporal interface in 
a collaboration, where all collaborators 
exchange the temporal information 
between the activities of the project. The 
tools and methods used in this interface 
are typically planning and scheduling 
systems aiming at producing schedules, 
for instance, under the form of Gantt 
charts. However, in our collaborative 
context, the whole process of elaborat-
ing such schedules should fulfill precise 
collaboration requirements.

The context of planning and sched-
uling at CERN for the interventions in 
particle accelerator facilities (Baudin, 
Bonnal, & De Jonghe, 2012) displays 
most of the issues we want to address in 
collaborative planning and scheduling: 
collaborations which plan and schedule 
several thousands of interventions every 
year, with several hundreds of collabora-
tors involved. These collaborators range 
from the technicians who perform the 
work, or the group-leaders who need the 

intervention, to intervention planning 
coordinators in charge of the overall 
planning process. All these collabora-
tors have constraints of their own and 
need to specify them: when working 
with others, precedence links appear 
between the tasks (e.g., a transportation 
task to a given location in a tunnel might 
be necessary before installing a piece of 
equipment, and a radiation survey will 
be required before sending personnel into 
a radioactive area, etc.) and resource 
constraints also exist. Human resources 
are limited, as well as space in under-
ground facilities and equipment which 
become unavailable during an interven-
tion. It becomes important to enable the 
collaborators to express these con-
straints in a clear and understandable 
way for everyone, and even to highlight 
possible conflicts before deploying coor-
dination efforts.

Indeed, coordination is needed, 
otherwise a fully collaborative planning 
system of such a size, with total equal-
ity between the requests, will quickly 
become chaotic. On the other hand, 
collaborators need this equal treatment 
for their requests to some extent, oth-
erwise the planning system is no longer 
collaborative: if only a few individuals 
collect all the temporal constraints and 
establish the schedule without interac-
tion with any of the other participants, 
the collaborative elaboration of the 
schedule is by-passed and there is no 
exchange at the temporal interface. As 
a result, it becomes necessary to strike 

a balance between those two extreme 
situations.

2.	Limitations of Usual 
Planning and Scheduling 
Methods in a Collaborative 
Environment

The following section reviews classic 
planning and scheduling methods (the 
Critical Path Method (CPM) and the 
Precedence Diagramming Method 
(PDM)) and describes their limitations 
when facing a collaborative context, 
before proposing alternative ones based 
on artificial intelligence techniques to 
handle temporal constraints in such 
situations. Hints on how to detect and 
work on conflicts between temporal 
constraints, even before a coordination 
phase, shall be provided, and a frame-
work able to handle coupling and feed-
back of tasks when automatic resolution 
of such conflicts is not possible, shall be 
proposed.

2.1 Usual planning and Scheduling 
Methods: CPM and PDM

The CPM and the PDM were 
developed during the 1950s and 1960s 
(Kelley & Walker, 1959) (Fondahl, 1962) 
(Crandall, 1973). They were among the 
first analytic methods of project plan-

ning and scheduling to be developed 
and are still used as a base for many 
project scheduling software tools. Both 
of those methods use the Graph Theory 
to analyze the activity network linked to 
a project.

Their graphical formalism is very 
simple. On the one hand, the CPM 
graph is usually found under an activ-
ity-on-arrow diagram. On the other 
hand, the PDM method is mostly rep-
resented using the activity-on node for-
malism, using the arrows as constraints 
(see Figure 2). The main difference 
between the two models lies in how the 
precedence constraints are handled. 
While the CPM only handles finish-to-
start (FS) constraints between activities, 
the PDM deals with start-to-start (SS), 
start-to-finish (SF) and finish-to-finish 
(FF) constraints as well. In addition, 
PDM also allows the implementation of 
delays between activities. To simplify 
the description and not be subject to the 
difference between the two formalisms, 
we will now refer to each time point 
corresponding to the start or the end of 
any activity as an event.

Each activity of the graph is associ-
ated to one value: its duration. The user 
then needs to calculate four additional 
values: its earliest and latest start, and 
its earliest and latest finish. The calcu-
lation is the same for both CPM and 
PDM. It consists of a three step method 
based on propagation, using the dura-
tion of each activity. First, the earliest 
date of each event is calculated in the 
forward way, from the initial node to 
the terminal one. The latest date is then 
calculated the same way by starting 
from the terminal node and going back-
ward to the initial one. The activities 
for which the earliest and latest dates 
coincide are part of the “Critical Path” 
(and named “critical activities”), which 
means that the sum of their duration 
(plus the duration of delays for PDM) 
defines the duration of the whole pro-
ject. For the activities which are off the 
critical path, a third steps enables the 
user to calculate their “float”, indicating 
the delays they can be subject to without 
affecting the global duration of the 
project.

CPM and PDM have been popular 
since their development. Many other 

planning and scheduling methods use 
them as a base, like PERT (Malcolm, 
Rosenbloom, Clark, & Fazar, 1959), 
which follows the same forward-pass 
and backward-pass calculation proce-
dure, but adds a stochastic dimension to 
the calculations through the assignment 
of a random distribution of duration to 
the activities. Likewise, many Resource 
Constrained Planning and Scheduling 
Problems (RC-PSP) are solved using 
a first step of PDM, and then apply 
resource leveling algorithms (see for 
instance (Pinedo, 2008) or (Brucker, 
Drexl, Möhring, Neumann, & Pesch, 
1999)). PDM is also still used nowadays 
in most of the commercial planning and 
scheduling tools: even if the calculations 
differ a little from the standard algo-
rithm described previously, the set of 
constraints used by planning and sched-
uling professionals is still exactly the 
same one used in PDM (as a reminder: 
SF, FS, SS and FF). 

Unfortunately, we will see that 
there are two major disadvantages 
in using PDM-based methods when 
planning and scheduling projects in a 
collaboration. The first lies in the need 
for clarity in the representation of a 
workflow generated by a collaboration, 
with all the couplings and interactions 
that can appear between tasks in such 
a complex planning environment. The 
second, and most important in our 
eyes, is a lack of expressiveness of the 
set of constraints. We will show that 
collaborative submissions of tempo-
ral constraints can lead to situations 
that cannot be handled using a PDM 
scheme, with requests that are not pos-
sible to translate in PDM and conflicts 
that cannot be represented and solved.

2.2 Process Modeling vs. 
Planning and Scheduling

As pointed out in the definition of 
collaborative planning and scheduling 
context, collaborators are working in an 
interface, which holds communication 
and exchange as a fundamental basis. 
As a consequence, it is difficult to think 
that the output of the collaboration will 
be deterministic and linear as it appears 
in CPM and PDM. A discussion implies 
possible conflicts, decisions to make and 

sometimes a rework or modification 
of a task after its original definition. 
Collaborative planning and scheduling, 
as other collaborative endeavors (design 
processes for instance) is complex, and 
a collaborative plan or schedule shall 
be better modeled dynamically as 
explained by B. Nicquevert (Nicquevert, 
2013, chap. 9), or by Repenning and 
Sterman (Repenning & Sterman, 2001).

This is why notations such as loops, 
but also conjunctions or disjunctions, in 
addition to the sequences which are the 
only available links in CPM and PDM, 
would be very useful to gain in expres
siveness and point out the dynamic links 
between the different steps in the plan. 
For instance, the Decision Box planning 
method (Eisner, 1962) uses conjunction 
and disjunction to model scientific re
search projects, acknowledging the fact 
that some paths might be preferred to 
others, which should be ignored as a 
result. As for the loops, the collaborative 
planning and scheduling can benefit 
from process modeling methods based 
on workflow, such as Business Process 
Modeling and Notation (BPMN) (Object 
Management Group (OMG), 2011) 
which include rework, loops or multiple 
instances of tasks.

As we will later show, the ma-
trix-based method of Design Structure 
Matrix (DSM), initially used for system 
analysis, can be applied to project man
agement, and addresses the notions of 
coupling and feedback particularly well.

2.3 Taking Collaborative 
Constraints into Account

Finally, we want to point out one 
more limitation that appears in frame-
works based on CPM and PDM in 
collaborative planning and scheduling 
environments. We observed in the field 
that, when trying to gather requests 
from collaborators concerning temporal 
constraints between the tasks they were 
in charge of and other tasks of a project, 
we could find ourselves in situations 
which were not easy or even possible 
to translate into the set of constraints 
available in PDM.

Let us consider two activities A 
and B. The four temporal constraints FIGURE 1. Representation of an interface illustrating the notion of broker and 

boundary object. Figure cited from (Wenger, 1998).

FIGURE 2. PDM (activity-on-arc) 
and CPM (activity-on-node) 
networks.
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handled in PDM have the following 
meanings:

ff Finish-to-start: A FS B means “B 
cannot start before A finishes”;

ff Start-to-finish: A SF B means “B 
cannot finish before A starts”;

ff Start-to-start: A SS B means “B 
cannot start before A starts”;

ff Finish-to-finish: A FF B means “B 
cannot finish before A finishes”.

If we define the start and finish dates 
for activity A as As and Af respectively, 
and do the same for B, each of those 
four constraints shall give multiple 
possible planning solutions, the smallest 
number being two possibilities result-
ing from FS with Af = Bs or Af < Bs (and 
obviously As < Af and Bs < Bf to have 
activities with a positive duration). Now 
considering Figure 3, one can see that 
eight possible configurations can result 
from each of them, depending on the 
relative positions of the constrained 
points (Bs and As for SS and Bf and Af for 
FF). These possibilities are represented 
by the grey bars at the bottom of the 
figures. The symbols displayed next to 
them belong to Allen’s Interval Algebra, 
a temporal representation that shall be 
defined later in the article and will be 
used in the framework we propose. The 
curious reader can find their meaning 
in Table 1. Similar calculations give a 
total of twelve possibilities for the SF 
constraint.

It is thus understandable that this 
restricted set of constraints is actu-
ally hiding an important complexity, 
and it is in the end relatively difficult 
to translate precise requests that one 
might encounter in a collaborative con-
straint-gathering phase. For instance at 
CERN, the most common request made 
by collaborators is that two activities 
should not take place together at any 
point of their execution1. This ap
parently simple request actually has no 
trivial translation in PDM constraints. 
And at first sight, it is also the case for 
other precise requests aiming at:

ff having two tasks to start or end at 
the same time (A

s
 = B

s
 or A

f
 = B

f
);

ff having two “equal” tasks, starting and 

1	 Our thanks to Katy Foraz (CERN, EN-MEF-OSS) of the 
Intervention Management Working Group for this 
private communication.

ending together (A
s
 = B

s
 and A

f
 = B

f
);

ff having a task contained in (or containing) 
one other (A

s
 < B

s
 and B

f
 < A

f
).

We shall see later that this is entirely 
not true, as only the initial set of four 
constraints do not allow for these cases. 
However, we shall later show that sum
ming or intersecting the set of planning 
and scheduling solutions of several 
precedence links leads to satisfactory 
solutions, though less precise and clear 
to the user than what they originally 
requested. And we will see that clearer 
sets of constraints exist, that can easily 
overcome such problems.

So as we can see, the set of PDM 
constraints covers a lot of situations, but 
not in the clearest way possible. In-
deed, one precedence link corresponds 
to multiple possible outcomes. And 
reciprocally, when collaborators request 
planning and scheduling constraints, 
they come with concrete requests: the 
tasks should be equal, or start together, 
or be distinct in the plan. This implies 
concrete relations between time points 
similar to the ones we used previously. 
But conversions and combinations are 
needed to adapt to PDM-compliant 
constraints. If we then go back to the 
definition of collaborative planning and 
scheduling as the temporal interface 
within a collaboration, we need to place 
the emphasis on exchange, communi-
cation and understanding between dif-
ferent collaborators. This lack of clarity 
(and sometimes of feasibility) concern-
ing how the temporal constraints are 
handled may well lead to problems of 
understanding and frustration from the 
users who will need to interact in real 
time with others to establish satisfacto-
ry plans and schedules. In fact, this pro-
cess implies discussions and compro
mises, so that modifications of some 
constraints are likely to occur. When 
such simple concepts as “activities are 
distinct”, or “A occurs during B” imply 
combinations of several notations (that 
all users may not be familiar with), this 
collaborative process will at best be 
slow and painful, and in worse cases be 
faulty.

3.	Proposing a 
Collaboration Compliant 
Planning and Scheduling 
Framework

The basis of the framework we will 
now develop has already been succes-
sively laid out in (Baudin et al., 2012) 
and (Baudin, Bonnal, & Ruiz, 2013). To 
address the limitations encountered 
by classic planning and scheduling 
systems in collaborative contexts, we 
worked on two different axis concern-
ing the temporal constraints on the 
one hand, and the feedback and loops 
between tasks generated by collabo-
rative processes on the other. We are 
able to propose a framework based on 
two methods which solve the issues 
exposed previously, though we are fully 
aware that there may be many different 
methodologies. After a quick descrip-
tion of the two methods it combines, 
which are Allen’s interval algebra and 
the DSM, and explanations on the rea-
sons of their selection, we will describe 
the Collaborative DSM framework 
combining the two.

3.1 Allen’s Interval Algebra

3.1.1 Definitions and Basic Algorithms

To fit with the described require-
ments, one can find a framework which 
possesses a larger set of constraints 
than PDM and detects conflicting 
constraints by looking into the artificial 
intelligence planning field. More spe-
cifically, those two characteristics led 
us to consider Allen’s interval algebra, a 
calculus introduced in the early 1980s 
by James Allen (Allen, 1983). It suits col-
laborative planning and scheduling in 
several ways: first, like CPM and PDM, 
it gathers the precedence links between 
the tasks, but in a simpler way, using 
lower-level constraints. It can then be 
used to order the foreseen tasks follow-
ing those constraints. And finally, it can 
take into account resource or logistics 
constraints on top of the sequential 

(also called potential) constraints men
tioned previously. By doing so, it can 
even be considered as a technique that 
bridges the gap between planning and 
scheduling (Smith, Frank, & Jonsson, 
2000).

Allen’s interval algebra proposes an 
interval based representation of time, 
as opposed to a point based (typically 
with dates) representation. The tasks or 
events are then described by the interval 
of time during which they occur. And 
since intervals have a duration, it is still 
possible to switch back to point-based 
representation using the starting and 
ending points of time intervals. How-
ever, it is better suited than the latter 
to describe situations in which rela
tive knowledge of time and events are 
involved. For instance, if we take the 
morning schedule of a person, it will 
be easier to say that they had breakfast, 
then went out to take the bus, opened a 
newspaper while waiting, and finished 
reading while commuting, than trying 
to describe all these events, some of 
which overlap each other using precise 
time points. Finally, the time interval 
representation makes it easier for a 
project manager to deal with the lack 
of precision that often characterizes 
engineering projects: engineers and 
technicians, when confronted with the 
question of duration will hardly answer 
with a precise duration, and even less 
with start and finish dates; they will 
more likely use fuzzy time descriptors 
(“about a week”, a “few hours”, etc.) that 
will be easier to handle using a time-in-
terval-based notation and a propagation 
of precedence constraints, than precise 
starting and ending dates.

Now that we have described the time 
interval formalism, let us proceed to 
the temporal constraints between tasks. 
These temporal constraints define an 
ordering of the time intervals, taking 
into account potential and logistics 
constraints. In Allen’s interval algebra, 
there are seven temporal constraints 
(before, meets, during, overlaps, starts, 
finishes and equals) to which are added 
their inverses, which gives a total of 
thirteen relations, equals being its own 
inverse (see Table 1). Given a network 
of tasks represented by time intervals, 
it is then possible to assign one or a 

vector of several of these 
thirteen relations to each pair 
of intervals to describe the 
constraints between the tasks 
they represent2. This set of 
time intervals and temporal 
constraints is referred to as a 
temporal constraint network 
(TCN). TCNs have been 
widely studied in artificial 
intelligence in the 1980s and 
1990s, mostly from a com-
putation-theoretic point of view (see for 
instance (Allen, 1983), (Vilain, Kautz, 
& van Beek, 1989), (van Beek & Cohen, 
1989), and (van Beek, 1990)). More 
recently, a few publications have, like 
us, applied those constraint networks to 
processes, to model business processes 
(Lu, Sadiq, Padmanabhan, & Governa-
tori, 2006) or workflows (Dufour-Lussi-
er, Le Ber, & Lieber, 2012).

There are several types of problems 
that can be solved starting from an ini-
tial TCN, and the most crucial one is to 
compute the transitive closure of a given 
set of constraints, when a new interval 
constraint is appended in the network. 
It aims at determining, when it exists, 
the minimal set of constraints between 
all pairs of intervals in the network, 
discarding the values which are not part 
of a consistent scenario. This problem 
can be referred to as the minimal labe-
ling problem. And unfortunately, it is a 
NP-Hard problem, which implies that 
exact solutions can only be computed by 
algorithms that behave exponentially. 
This is a major interest for studies in the 
computation theoretic field, and many 
optimized exponential algorithms (van 
Beek, 1990)(Valdes-Perez, 1987), special 
cases, sub-algebras (Krokhin, Jeavons, & 
Jonsson, 2003) and approximation algo-
rithms (van Beek & Cohen, 1989) have 
been studied in this context.

The algorithm used by Allen to 
compute the transitive closure is one of 
these approximation algorithms. It is 
a propagation algorithm (see Figure 4), 
which, as its name indicates, propagates 
the effects of a modification of one or 
several constraints. It maintains a queue 

2	All the relations of the algebra are mutually exclusive, 
so a vector of temporal relations corresponds to the 
disjunction of all possible relations for the considered 
pair of time intervals.

of pairs <i, j> of intervals for which the 
constraints have been modified, and for 
each pair it determines whether the new 
defined relation for <i, j> constrains the 
relation between any other pair <i, k> 
or <k, j>, where k is any interval of the 
network distinct from i and j. It should 
be noted that in the previously cited 
references, the absence of knowledge 
of the relations between two intervals 
will be indicated by assigning the pair a 
vector containing all the thirteen rela-
tions, thus indicating that any of them 
could be true. Conversely, an empty 
set of constraints assigned to a pair of 
intervals during propagation will show 
that the network contains conflicting 
constraints.

As we previously indicated, we are 
solving this NP-hard problem with an 
approximation algorithm. As shown by 
Allen (Allen, 1983), it will never infer a 
wrong constraint, but may fail to notice 
conflicts, as only three-node-sub-net-
works are tested (going to larger sub-net-
works actually induces the exponential 
behavior). However, as indicated in 
(Vilain et al., 1989), the propagation 
algorithm we described remains inter-
esting to use in databases where the 
constraints are mostly used to record 
the temporal relations between events, 
but not so much to compute new ones 
from the initial set. And this is exactly 
where we stand, as we consider an envi-
ronment of interacting users who want 
to submit tasks into a collaborating 
system and be noticed if their schedul
ing constraints happen to be in conflict. 
They only have little interest in inferring 
additional relations. We will now show 
how they could benefit from the use 
of Allen’s interval algebra, and more 
specifically from the set of constraints 
it provides in terms of expressive power, 

FIGURE 3. The different planning configurations for 
two activities constrained with start-to-start and fin-
ish-to-finish relations.
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and in terms of equal treatment of the 
constraints.

3.1.2 Strengths in Collaborative 
Environments

Let us now show some of the strengths 
Allen’s interval algebra displays in 
collaborative environment. The first 
is, in our opinion, its enhanced set of 
constraints and the very practical way 
of handling them using the propaga-
tion algorithm. In fact, we mentioned 
while covering CPM and PDM that all 
of the four precedence links commonly 
used in classic planning and scheduling 
methods (FS, SF, SS and FF) did not 
answer to precise requests, but rather 
led to several planning and schedul-
ing options. And in fact, if we take the 
definitions of those four precedence 
relations, we can translate them into 
Allen’s interval algebra notation and get 
the four following equations:

Consequently, it will be very 
straightforward to specify precise 
temporal constraints, especially those 
requesting equality (meets, starts, fin-
ishes and equals) using Allen’s interval 
algebra while combinations shall be 
necessary in the classic PDM scheme. 
For instance, the combination of two 
PDM constraints are needed to express 
that two activities have to be consecu-
tive with no delay (relation “meets” in 
Allen’s interval algebra) as indicated in 
equation 5.

To reach this result, one has to con-
sider that if a relation is true in Allen’s 
interval algebra, its reciprocal relation 
holds as well. For instance:

Then, an intersection using the sets 
given in equations 1 to 4 is performed. 
Similarly, one can find an equivalent 
for the Allen’s interval algebra “starts” 

and “finishes” by intersecting two PDM 
relations as shown in equations 6 and 
7. However, we can see that we do not 
find precisely A<s>B or A<f>B, but a set 
of solutions where either As = Bs or Af = 
Bf, associated to other possible solu-
tions including equality. The same can 
be shown for the “during” relation (see 
equation 8). To be thorough, we should 
finally mention the cases of equality and 
separation we noted back in section 3.3. 
One can actually achieve A<e>B using 
PDM precedence links, but by combin-
ing four of them: it can be done by inter-
secting the results of equations 6 and 7, 
or the two results in equations 8.

Finally, the case of activity separa-
tion (A distinct from B) is equivalent in 
both representations: it has no specific 
notation in Allen's interval algebra and 
is the disjunction of the four relations 
<b, bi, m, mi> while it is obtained in 
PDM precedence links using A FS B ∪ 
B FS A. However, we have seen that the 
intersection of PDM constraints fails 
to reproduce individually every rela-
tion present in Allen's interval algebra, 
which can be used to translate very 
straightforward request in a simple and 
powerful representation.

In addition to what we consider to 
be a step forward in terms of expres-
siveness and clarity, we should also 
highlight the fact that in Allen's interval 
algebra, constraints are handled equally 
thanks to the propagation algorithm. 
Every time a new constraint is added 
into the TCN, it is checked against all 
previously entered constraints and 
every potential conflict can be detected, 
regardless of which constraint was first 
entered into the network, and which 
collaborator submitted it. This should 
be regarded as major interest for a 
collaborative environment, considering 
that coordination or moderation shall 
be performed afterward. Every user can 
submit constraints in a clear and ex-

pressive way, and then observe potential 
conflicts caused by their request prior to 
any decision making.

Finally, it was previously mentioned 
that the interval based representation of 
time can be used to deal with sequen-
tial and logistics constraints. This is 
traditionally not the case with CPM and 
PDM, which usually require further 
steps of resource leveling after planning. 
We shall later see that collaborative in-
tervention planning and scheduling can 
need to represent transport and travel 
tasks as much as the main skeleton of 
activities to perform, especially in large-
scale facilities.

Along those strengths in collabora-
tive environments, a problem remains, 
which is to handle and solve the con-
flicts. In fact, when the propagation al
gorithm returns a failure in a computer 
science problem, the set of constraints is 
deemed inconsistent. And in a com-
puter science problem, “no solution” is 
a solution. This is however a luxury the 
project manager cannot afford. When 
a project is launched and its activities 
identified, they need to be scheduled, 
regardless of the consistency of the 
collaborators' requests. Compromises 
are needed, and the schedule needs to 
keep track of all the complex interac-
tions and possible conflicts generated by 
the collaborative planning and sched-
uling processes. Allen's algebra does 
not provide such possibilities, and it is 
for such purposes that we could benefit 
from process modeling capabilities as 
mentioned in 3.2, and in particular of 
looping and coupling.

Some authors have already studied 
ways to draw Allen's interval algebra 
and process modeling closer, by defining 
intermediate formalisms enhancing 
inter-interoperability between the two 
(Dufour-Lussier et al., 2012). 

On our side, we do not need dis-
junction or conjunction as much as 
coupling, since our interest lies more in 
the representation of conflicts, which 
tend to generate feedback and loops 
between tasks which will be scheduled. 
This is why we studied the possibility of 
coupling Allen's interval algebra with a 
framework that specializes in depend-
ency, looping and feedback modeling: 
the DSM.

3.2 DSM

DSM stands for Design Structure 
Matrix, or Dependency Structure 
Matrix. It is a matrix-based framework 
introduced in the early 1980s (Steward, 
1981) by Donald Steward which enables 
representation in a compact manner 
and the optimization of sequences 
of tasks in processes or structures of 
elements in decompositions of systems. 
We will only focus on sequences of 
tasks in this paper, and thus only on the 
former case, i.e., the activity DSM.

Its main strength lies in the rep-
resentation it provides for dependencies 
between tasks, and more specifically its 
ability to detect loops and feedback in 
a process. The DSM is in fact a squared 
matrix, with each row (or column) rep-
resenting an activity in the sequence. Its 
content can then be viewed as binary: if 
the DSM element aij is a mark (typically 
an “X”), or is set to one, it indicates a de-
pendency between activity i and activity 
j, while a blank or a zero shows that no 
link exists between them.

The precedence link is read in ac-
cordance with the chosen convention. 
In this paper, we will use the input-on-
rows, output-on-columns convention, 
meaning that a mark on one task's row 
represents the input it receives from 
other tasks, and the marks placed on its 
column represent its output to the other 
tasks. In this convention, if one reads 
the matrix as a sequence of activities 
(from top to bottom and from left to 
right), the marks appearing under the 
diagonal represent information trans-
ferred to tasks performed later in the 
sequence, while the ones appearing 
above the diagonal indicate a feedback 
to previous tasks, or even a loop in case 
of inter-dependency.

Once a DSM is built, the aim is then 
to optimize its sequence of activity to 
avoid all feedback if possible, or mini-
mize it if necessary. The algorithm used 
to proceed is called partitioning. In our 
convention, a successfully partitioned 
DSM will be lower triangular, or with 
one occasional mark just above the 
diagonal in case of a loop, as shown in 
the example in Figure 6. If loops exist, a 
tearing algorithm can be used to deter-
mine the optimal order of the activities 

in each loop. Going into 
the details of these already 
well described algorithms 
is not in the scope of this 
paper, and we provide more 
information on partitioning 
in (Baudin et al., 2013), and 
a larger list of methods is 
available in (Gebala & Ep-
pinger, 1991).

It should be noted that 
other versions of DSM 
exist, such as the Numerical 
DSM which numerically 
quantifies the strength of 
the dependencies or many different 
types of parametrized DSM, which 
use the non-zero elements to describe 
the dependencies more in depth than 
the basic binary DSM. The framework 
we propose later in this paper is in 
fact a new parametrized DSM based 
on information gathered from users 
using Allen's interval algebra for the 
dependencies and estimated duration of 
activities. However, whatever the type of 
DSM used, the optimization algorithms 
will still process the DSM as a binary 
matrix.

3.3 The Collaborative DSM: 
Methods and Algorithms

The framework we propose is based 
on a new parametrized DSM contain-
ing Allen's interval algebra information 
instead of marks or ones in the nonzero 
elements. The initial DSM can contain 
multiple temporal relations per non-ze-
ro matrix element. However, in oppo-
sition to traditional TCN solving (Lu et 
al., 2006), we leave the matrix element 
empty instead of assigning all the thir-
teen relations to pairs of activities on 
which we have no information regard
ing temporal constraints, thus leaving 
blank matrix elements, and enabling the 
performance of DSM partitioning in the 
same way it is done for binary DSMs.

The methodology follows six steps:
ff step 1: submit new constraints;

ff step 2: propagate the effects 
of the new constraints (Allen's 
propagation algorithm, Figure 4);

ff step 3 (optional): look for compromises 
if conflicts are signaled;

ff step 4: solve the TCN;

ff step 5: generate as many DSMs 
as existing solutions;

ff step 6: partition DSMs and 
compare results.

Step 1: one or several new con-
straints can be added. It is also possi-
ble to reduce the number of possible 
relations in an already existing vector 
of temporal relations for any already 
constrained pair of intervals.

Step 2: for this step, Allen's prop-
agation algorithm is used in order to 
look for possible effects of the newly 
entered constraints, usually a reduction 
of connected constraint-vectors. It is not 
necessary to infer all minimal relations 
between every pair of intervals in the 
network, since the DSM only focuses on 
direct precedence links between tasks. 
Thus, the use of the approximation 
algorithm is well justified, since most of 
the work performed by the algorithm 
consists of a verification of the transi-
tivity rules and is a task of polynomial 
complexity.

Step 3: this step is only performed 
if one or several conflicts is diagnosed 
in the previous one. So far, more work 
remains to be done and this may be 
the subject of further publications. 
Currently, the compromises are ob-
tained by relaxing temporal constraints 
when possible. For instance, if a rela-
tion A<m>B is causing a conflict, the 
equality Af = Bs is relaxed into Af < Bs or 
Af > Bs. If one or several of the relations 
obtained through relaxation (in this case 
A<b>B and A<o>B) do not belong to the 
original set of relations, and at the same 
time satisfy the transitivity rules of the 

TABLE 1. Table of the thirteen relations of Allen’s Interval 
Algebra.

∩

s, si, e

f, fi, e

d, f, e

di, fi, e 

⇔
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conflicting triplet of activities, 
it is possible to proceed to step 
4.

Step 4: aims at determining 
all possible scenarios based on 
the results of previous steps, by 
finding all instances consist-
ing only of singleton relations 
between pairs. This step boils 
down to solving a Constraint 
Satisfaction Problem (CSP), 
restricted to the pairs of 
intervals for which temporal 
information is available. This is 
performed by trying the differ-
ent singulet combinations and 
propagating the effects using 
the same algorithm as in step 
2. Scenarios with only singulet 
labeling for all non-zero DSM 
elements are deemed “consist-
ent”, and represent potential 
instances of projects.

Step 5: now that collabo-
rative constraint gathering is 
performed, the collaborative 
DSM (actually one per consist-
ent scenario) can be built. This 
step is quite complex, since 
most situations described in 
Allen's interval algebra involve 
coupling and impose the adja-
cency of the involved interval 
in the process, as shown in 
Figure 7. In addition, potential 
failure of steps 3 and 4 have 
not been mentioned yet and 
need to be taken into account 
when building collaborative 
DSMs. If a conflict arises and 
no compromise is found, the 

tasks involved in the conflict 
should be considered together 
in the schedule (thus coupled 
or in a loop in the DSM), and 
a coordination effort deployed 
afterward to solve the issues 
for each case. Like the com-
promising algorithm, this step 
of the framework is still under 
development and shall be fur-
ther described in later works. 
However, as shown in Figure 
9, one possible solution is to 
use numerical values standing 
for delays between connected 
tasks and to keep “X” marks 
to indicate conflicts. This has 
the advantage of preparing 
duration calculations, but the 
inconvenience of asking the 
collaborators for precise quali-
tative information they do not 
necessarily have, as we insisted 
on the fact that Allen's inter-
val algebra aims at describing 
relative knowledge on events 
and time. Another possibility 
would be to partition the 
collaborative DSM as it is (and 
thus to skip this step 5). In this 
case, the reciprocal relations 
should be indicated to signal 
the couplings: for instance, if 
DSMj = μ, then DSMj = μι.

Step 6 finalizes the pro-
cedure with the partitioning 
of all the collaborative DSMs 
and additional calculations. 
At this step, the total duration 
of all the possible sequences 
previously determined can be 

calculated, and the choice is left to the project manager 
as to which solution to implement if a choice persists. 
Other criteria can play a role in this decision making step. 
Taking the example of intervention planning and sched-
uling at CERN, longer interventions associated with lower 
radiation doses received by the personnel can be preferred 
to shorter solutions leading to higher doses.

4.	Aplication to a Few Use-Cases
This collaborative DSM framework was initially de

veloped to enhance collaborative intervention planning 
and scheduling in the facilities at CERN. These are large 
scientific facilities dedicated to running and colliding 
particle beams in particle accelerators (the most famous 
being the Large Hadron Col-lider (LHC)) which are locat-
ed in underground tunnels. Since the operation of particle 
accelerators produces ionizing radiations, everything 
is done to keep human interventions underground to 
a minimum. However, it is not avoidable, and mainte-
nance operations necessitate the exposure of personnel. 
This is why enhanced interventions are designed to keep 
radiation exposures as low as reasonably achievable. The 
examples that are developed in this section are based on 
this context.

4.1 What Is an Intervention?

All human interventions in beam facilities are con
sidered. There are five main types to distinguish:

ff preventive maintenance: replacement of a 
piece of equipment before failure;

ff corrective maintenance: replacement of a 
piece of equipment after failure;

ff inspections: typically radiological surveys or quality controls;

ff equipment or facility consolidation;

ff equipment or facility upgrade.

The three former categories are more 
operations oriented, and are performed 
on repetitive occasions, during short 
technical stops or short planned shut
down of the facilities. The latter two 
are one of a kind interventions aimed 
at improving the performances of the 
facilities as well as their reliability, 
availability, maintainability and safety 
(RAMS) for further operations. They 
can necessitate longer shutdowns such 
as the one currently occurring at CERN 
until the end of 2014.

Because of their unavoidable collab-
orative nature and the variety of tasks 
and constraints they require, which 
is largely due to the complexity of the 
environment they are performed in, 
we consider interventions in CERN's 
facilities to be small projects, and an in-
teresting illustration for our framework. 
The symbols displayed in Table 3 are the 
ones which shall be encountered in the 
following examples.

5.2 A Simple Illustration

We will start with a very simple pro-
cess, described in Figure 10. One human 
resource named 'Gaston performs one 
preventive maintenance task A on a 
piece of equipment M10, in a location 
Z6. To do so, the logistics tasks have to 
be included: traveling to Z6 from depar-
ture point D1 through locations Z3, Z4 
and Z5 before performing A, and from 
Z6 to D1 after A is completed. In Figure 
10, the collaborative DSM is displayed 
on the left. As for CPM and PDM, a 
dummy task 00 is created to represent 
the starting point of the intervention. 
The constraint <m, b> is set, since Gas-
ton can leave for Z6 right away or have 
some delay. However, the constraint 
<m> is requested between the travel and 
A, and then between A and the return 

trip to minimize the time spent in the 
facilities, especially if Gaston is exposed 
to radiations.

For comparison, the matrix on the 
right displays the information tradition-
ally available with a CPM-PDM scheme: 
the tasks linked to logistics are not 
taken into account in these models, and 
only the dummy start and the mainte-
nance task A appear with a finish-to-
start constraint.

So far, no collaborative work has 
been performed to plan and schedule 
this example. Only one human resource 
is involved, the sequence of tasks is 
straightforward (partitioning is not even 
needed). The only collaborative interac-
tion we could foresee here would be to 
have the Radiation Protection Expert 
(RPE) check the radiation conditions in 
all different locations involved prior to 
the intervention. The process diagram 
would be the one displayed in Figure 
11. The resulting DSM would be almost 
the same, with an additional line and 
column inserted before the travel task, 
and both “before” and “meets” relations 
acceptable between the survey and the 
travel. Here again, no partitioning is 
needed and the sequence of activities is 
straightforward.

More complexity can be achieved 
just for this simple intervention. In fact, 
the preventive maintenance task could 
necessitate heavy new equipment, and 
require transport. A second interven-
tion team to handle cabling is usually 
required, and radiation safety is not the 
only safety check performed on site. 
Fire, electrical or cryogenic hazards can 
necessitate pre-intervention inspections 
and marking. The simple linear inter-
vention described in 10 will now look 
like 12 and includes 
no less than ten 
tasks, at least five 
different human re-
sources (counting the 

safety inspections) and can mobilize up 
to five different locations in the facilities 
since the transport may be large and 
slow.

Such a large process diagram could 
benefit from a more compact rep-
resentation. And when planning the 
intervention, it is likely that all these 
involved collaborators may request 
incompatible planning and scheduling 
situations. Handling such cases is the 
main objective of the collaborative 
DSM.

4.3 Replacing a Beam Instrument

This second example is more com-
plex and will serve to illustrate a conflict 
in terms of submissions. The aim of the 
modeled intervention is to change a 
faulty beam instrument. This interven-
tion can be performed in seven steps:

ff 1a: Disconnect the instrumentation 
signal cables;

ff 1b: Disconnect the associated 
controls signal cables;

ff 2: Replace the beam instrument;

ff 3: Replace the associated controls;

ff 4a: Reconnect instrumentation 
signal cables;

ff 4b: Reconnect the controls signal cables;

ff 5: Test the new system.

Three collaborators are involved. 
The first is in charge of the instrumenta-
tion, the second in charge of the control 
blocks and the third is responsible for 
the electrical connections. They shall be 
designated respectively by the letters I, 
C and E. Collaborators I and C are both 
required to work on task 5, 'test the 
system. The intervention is planned us-
ing the collaborative DSM framework, 

FIGURE 4. James Allen’s constraint propagation algorithm. The function 
Transitivity(<i, j>, <j, k>) returns the set r

3
 of all possible relations between 

i and k knowing the relations r
1
 between i and j and r

2
 between j and k. A 

summary table of these rules is given by J. Allen in (Allen, 1983).

TABLE 2. Illustration 
of equations 5 to 
8, representing the 
needed combinations 
of PDM precedence 
links to reproduce 
single Allen's interval 
algebra constraints. 
The case of the 
“equals” relation has 
also been added.

FIGURE 5. The dependencies in the binary DSM.
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omitting for simplification purposes the 
logistics that should later be included as 
indicated in the first example. This re
sults in three submission, one from each 
participant, as shown in Figures 12 to 14.

The first submission by collaborator 
I is straightforward, since the schedule 
is created with two tasks: the dummy 
start and task 2, the replacement of the 
instrument. The second submission, by 
collaborator C appends two tasks to the 
plan: tasks 3 and 5. The controls could 
be replaced before the instrument, but 
C requests 2<b>3, to be able to perform 
the tests right away (3<m>5) and mini-
mize the time in the facilities.

The third submission is made by 
collaborator E (Figure 14). It adds cable 
related activities to the schedule: dis-
connecting the signal cables both for 
the beam instrument and its associated 
control blocks before the replacement 
tasks (tasks 1a and 1b), and reconnect-
ing them after the replacements and 
before the tests take place. The added 
constraints are 1a<b, m>2, 1b<b, m>3, 
2<b, m>4a, 3<b, m>4b, 4a<b, m>5, and 
4b<b, m>5. Consequently, a conflict will 
be found by the propagation algorithm 
between the constraints 3<m>5, 3<b, 
m>4b and 4b<b, m>5, as the tests 
cannot be performed right after the 
replacement of the control blocks (as 
requested previously by C) if the cables 
have not been reconnected. The col-
laborators need to rework on this plan, 
and relaxation of constraint 3<m>5 into 
3<b>5 is enough to solve the conflict, 
since it allows for the insertion of task 
4b between tasks 3 and 5.

This example is theoretical, and 
some tasks still need to be added to 
reach a realistic description. In fact, two 
travel tasks per collaborator should ap-
pear, to reach the replacement location 
and to travel back. As in the previous 
example, a transportation task for the 
new equipment could be needed, and 
several safety checking steps for radia-
tion protection and other features are 
likely to be required.

Also, this example was designed to 
illustrate the concept of conflict and 
compromise. But in practice, conflicts 
will most likely not appear during the 
planning and scheduling of the main 
skeleton of tasks, but rather when 
assigning resources. In fact, human 
resources can be subject to several 
assignments, in other interventions. 
And at CERN, the limited available 
space underground can be considered 
as a resource (the LHC tunnel has a 
width of about 8.0 m, and much space 
is occupied by the particle accelerator 
and various pieces of equipment). 
Consequently, it may not be possible to 
transport the new piece of equipment 
through a location already occupied 
for other purposes, hence a spatial 
resource conflict. This explains why 
the most common request for tempo-
ral constraints at CERN is “A distinct 
from B”.

5.	Conclusions
A definition of a collaboration, 

and then of a collaborative planning 
and scheduling environment has been 
given. It is a context involving several 
different collaborators, specializing 
in many different disciplines, to work 
towards a common goal. In terms of 
project management, the goal is to 
successfully realize a project. These 
collaborative structures generate 
complex interactions, which makes 
exchanges and communication crucial. 
Consequently, it is necessary to define 
“interfaces”, or “exchange zones” where 
the collaborators can communicate 
using the same terms and understand 
each other, even if they have very dif-
ferent backgrounds. When it comes to 
planning and scheduling the activities 
in a project, we are in what can be 
called the “temporal interface” of a 
collaboration. All collaborators need to 
exchange temporal information linking 
their activities in the project, to plan 
and schedule it in a way that fulfills all 
constraints, or a least a maximum.

To do so, a collaborative planning 
and scheduling framework has been 

described: the collaborative DSM. 
Coupling Allen's interval algebra and 
DSM, it enables different collaborators 
to gather temporal constraints using 
an expressive set of constraints, to 
check their compatibility, to work on 
compromises in case of conflict and 
to optimize the sequence of activities. 
It handles both potential and logistics 
constraints, and treats them equally 
in the propagation algorithm, which 
is an asset for collaborative work: all 
submissions are treated the same 
way regardless of the order in which 
they are submitted, and none is given 
priority over another. Its compact 
DSM-based representation enables 
to represent large sequences of tasks, 

FIGURE 7. Conversion from Allen's interval algebra to binary DSM 
dependencies.

FIGURE 6. An initial DSM and the matrix 
obtained after partitioning.

INITIAL DSM

PARTITIONED DSM

FIGURE 8. Use of delays (noted r and δ) in the DSM instead 
of Allen's symbols, as defined in the right cell of the first line.

FIGURE 9. A simple intervention with one preventive mainte-
nance task to perform, and two logistics tasks (travel) needed 
to reach the intervention location.

TABLE 3. The process symbols used in this paper 
to model interventions.

FIGURE 10. Same intervention as in Figure 10, with a radiation protec-
tion inspection inserted before. IT stands for Intervention Team.

including transportation and logistics. These latter are tradition-
ally not included in classic planning and scheduling methods, but 
are of major importance in large scale facilities such as CERN and 
its underground installations subject to ionizing radiations, but 
also large industrial facilities (e.g., nuclear power stations, chemical 
plants, etc.) where risk and safety are at the core of every project or 
intervention.

The choice of the two methods of interest might seem arbi-
trary, since many other methods exist in project management and 
operations science, in order to model processes, handle loops and 
plan and schedule activities within a project. Future work soon to 
be published shall focus on the review of many methods of interest 
and bring out arguments as for the selections of DSM and Allen's 
interval algebra. The framework proposed so far is still under devel-
opment, and further research will also focus on several aspects that 
have been highlighted throughout this paper, such as the improve-
ment of the search for compromises when a conflict is detected, and 
the search for more efficient ways (for instance, involving estimated 
duration of activities) to express Allen's interval algebra notations 
into a DSM that will be more straightforward to convert in a Gantt 
chart-like schedule.

FIGURE 11. Same intervention as in Figure 10, including safety in-
spections, transport of equipment and a second intervention team to 
perform the cabling.
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C FIGURE 12. First planning step of beam instru-
ment replacement: the collaborator I in charge of 
the instrument plans his replacement task (2).

 FIGURE 13. Second planning step of beam instru-
ment replacement: the collaborator C in charge 
of controls plans after task 2 his replacement 
task (3), and also the test phase (5), requesting 
immediate succession between the two.

 FIGURE 14. Third planning step of beam instrument re-
placement: the collaborator E in charge of cabling adds 
the disconnection (1a and 1b) and reconnection tasks (4a 
and 4b).


