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A MODEL

r   A B S T R A C T 

There are projects for which the classical Critical Path method (CPM) or Precedence Diagramming Method (PDM) 

scheduling techniques are not the most suitable. Several alternative approaches have been developed over the 

last two decades to cope with the scheduling requirements of construction projects that are made of either 

repetitive activities or activities that have a linear development. Construction projects, and more specifically 

large-scale construction endeavors, are often composed of a mixture of repetitive activities, linear activities and 

more conventional project activities. The approach that is proposed in the present article enables construction 

practitioners to consider these three types of activities in a unique scheduling model — called Unified Project 

Scheduling System (UPSS) — that has a level of complexity similar to the one of CPM or PDM. UPSS has been 

designed so that most of the resource-constrained project scheduling algorithms can be used.
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jects can quickly result in heavy systems to deal 
with. To illustrate this, let’s consider the afore-
mentioned residential area construction project; 
and assume that for each of the said 100 houses to 
be built, the masonry works are made up of four 
activities. This leads to a project activity network 
diagram made of 400 activities. After taking 
into account all the other activities, the resulting 
schedule can easily end up with tens of thou-
sands of activities, and every professional project 
planner knows that such a schedule is extremely 
difficult to handle. 

The following example is at the origin of the 
techniques discussed herein: the construction of 
a particle accelerator such as the Large Hadron 
Collider (LHC) that is being installed under-
ground, at CERN, near Geneva, Switzerland (see 
Appendix 1 for more details). More than 1600 
cryo-magnets need to be manufactured before 
being installed in the 27-km LHC underground 
main ring tunnel. Because of the sophistication of 
these extremely complex elements, hundreds of 
operations are needed to outline the assembly of 
a single unit. As a consequence, over one hundred 
thousand activities would be needed to set up a 
project activity network diagram in the strictest 
application of the Critical Path Method (CPM) or 
of the Precedence Diagramming Method (PDM) 
principles. One cannot reasonably consider to 
proceed in such a way!

Even if this quantitative aspect is of prime 
importance in terms of scheduling a large-scale 
project, it is not the only one related to the use of 
the CPM or PDM methodologies: for the sake of 
an efficient use of the available resources, pro-
ject planners seek optimal schedules that ensure 
workload continuity between repetitive activities. 
When the CPM or PDM methodologies are used, 
this can be achieved by considering the earliest 
dates calculated for some activities and the latest 
ones for other activities. Even if these scheduling 
methodologies allow doing so, these professional 
planners know this is not efficient. This assess-
ment is not new, it has been made my many 
authors, and several of them have proposed alter-
native approaches to address these scheduling dif-
ficulties. The way the problem has been addressed 
can be divided into two types: the approaches 
that provide an answer to repetitive activities, and 
those that provide an answer to projects made-
up of activities with a linear development. The 

following are some of the various approaches that 
address the repetitive activity problem:

ff Line of Balance (LOB) technique (Lumbsden (1968), 
O’Brien (1969), Carr & Meyer (1974), Halpin & 
Woodhead (1976), Harris & Evans (1977), Arditi 
& Albulak (1986), Lutz & Halpen (1992) );

ff Construction Planning Technique (CPT) 
(Peer (1974), Selinger (1980) );

ff Vertical Production Method (VPM)  
(O’Brien (1975), Barrie & Paulson (1978) );

ff Time-Location Matrix Model (Birrell (1980) );

ff Time Space Scheduling Method  
(Stradal & Cacha (1982) );

ff SYRUS (Arditi & Psarros (1987), Psarros (1987) );

ff Disturbance Scheduling (Whitman & Irwig (1988) );

ff Horizontal and Vertical Logic Scheduling 
(HVLS) (Thabet & Beliveau (1994) );

ff Repetitive construction scheduling (El-Rayes & 
Moselhi (2001a), El-Rayes (2001b), 	  
El-Rayes, Ramanathan & Moselhi (2002) );

ff A repetitive scheduling model with sharable 
resource constraints (Leu & Hwang (2001) ).

The following approaches address the linear 
activity problem:

ff Time Versus Distance Diagrams (Gorman (1972) );

ff Linear Balance Charts (Barrie & Paulson (1978) );

ff Velocity Diagrams (Dressler (1980) );

ff Linear Scheduling Method (LSM) ( Johnston 
(1981), Chrzanowski & Johnston (1986), Handa 
& Barcia (1996), Russell & Casselton (1988), 
Eldin & Senouci (1994), Eldin & Senouci (2000), 
El-Rayes & Moselhi (1998), Harmelink & 
Rowings (1998), Harmelink (2001) );

ff Resource BALanced Scheduling (BAL)  
(Hegazi, Moselhi & Fazio (1993) );

ff Linear-Discrete Scheduling Method 
(LDSM) ( Bonnal et al. (2005) ).

Although these approaches and methodologies 
have been developed to answer specific require-
ments (Harris & Ioannou (1998)), they all share 
similar characteristics: reducing the size of the 
portfolio of activities to manage and ensuring 
work load continuity between repetitive activities 
or linear activities.

In the present article we propose an enhance-
ment to the construction scheduling problem by 
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INTRODUCTION 

A project can be defined as a unique endeav-
or, composed of activities characterized by their 
uniqueness. Such a definition is certainly true 
for small- or medium-size projects, but not so 
true for large-scale construction projects that 
are often made-up of a mixture of one-of-a-kind 
activities, of repetitive activities, and of activities 
that have a linear development.

Few examples: the construction of a resi-
dential area consisting of dozens of more or less 
identical houses; the construction of a hydroe-

lectric power plant that requires several identical 
hydraulic turbines and power generators; the 
construction of an industrial facility in which 
several more or less similar production lines are 
to be installed; the digging of a railway tunnel 
that progresses linearly over quite long distances; 
the repaving of a motorway; the construction of 
a particle accelerator that is made of electromag-
nets and other components that are manufac-
tured in small- or medium-size series production.

Implementing traditional project planning 
and scheduling techniques for these types of pro-

MERGING PDM, 
RSM AND LSM  
SCHEDULING APPROACHES  
into a single construction project  
scheduling system 
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While “standard” project activities are char-
acterized by their duration and their immediate 
preceding activities, repetitive activities — also 
called multi-unit activities — are characterized 
by a production rate and by the number of units 
to produce. For progress control, it may be wise to 
express these parameters in term of the physical 
units to produce, but for integration reasons, it 
is necessary to have these parameters expressed 
in “equivalent end product.” Let’s take an exam-
ple to illustrate this. Approximately 1240 dipole 
cryo-magnets are needed to construct the Large 
Hadron Collider (being constructed near Geneva, 
Switzerland). Each of them has two poles; each 
pole has two coils; each coil has an inner layer 
and an outer layer; the inner layer contains a unit 
length of superconducting cable of a certain type 
and the outer layer of a different unit length of 

superconducting cable of another type. Figure 2 
illustrates a “unit network” for the manufacturing 
of some components and the assembly of a dipole 
cryo-magnet; Table 1 summarizes for each of these 
activities the quantities and units to be used as a 
metric for physical progress and the ones needed 
for scheduling. The right-most column gives the 
production rates. Finally, Figure 3 shows the RSM 
graph. Figure 3: Repetitive Schedule for the Pro-
duction of LHC Dipole Cryo-magnets. (note that 
this is the parallelogram formalism that has been 
used). This figure shows some of the activities 
scheduled so that the activity starts right after the 
first unit of its preceding activity is completed. 
For other activities, depending on the produc-
tion rate, coincidence is made with the last unit 
produced.

integrating in a single activity network: repetitive activities, 
linear activities and one-of-a-kind activities. Section 1 pre-
sents the outline of the Precedence Diagramming Method; 
Section 2 provides the basic concepts of the Repetitive 
Scheduling Method approach, together with key definitions; 
those of the Linear Scheduling Method in section 3. Sec-
tion 4 presents the merging of the three approaches into a 
unique system, henceforth called Unified Project Scheduling 
System (UPSS), prior to some conclusions.

1.	 PDM Basics and Definitions
Project activity networks can be analyzed by two means: 

one regards linear or integer programming and the oth-
er graph theory and propagation algorithms. The latter is 
known to be simpler for calculating the start and finish dates 
of the activities of a PDM activity-on-node network. In such 
a framework, the project is modeled as a valued digraph  G= 
(A,U) where j is the set of the activities j of the project and U 
is its set of precedence constraints (j, k); this set is defined as 
U = {(j, k | precedes k}.

The activities j are characterized by some additional 
information: their duration Dj (a.k.a. processing time), and 
their resource vector rj required for them to proceeded. Γj

-1, a 
set of predecessors of an activity j, can easily be derived from 
U for each activity j of the project. The 3-tuple (Dj ; Γ

-1; rj) is 
sufficient to define the PDM activities. 

The analysis of the activity network leads to the calcu-
lation of the following for each activity j of the project: its 
earliest start ESj and finish EFj dates, its latest start LSj and 
finish LFj dates, its so-called total TFj and free FFj floats or 
slacks.

Two dummy activities are generally added to the set A: 
they can be called 0 and n+1 with n=|A| or α and ω . These 
two dummy activities are zero-duration activities. α features 
the project start date; all activities with Γj

-1 = 0 have α as a 
predecessor. ω features the project finish date; all activities 
with Γj = 0  have ω as a successor.

In the framework of the precedence diagramming meth-
od, there are four types of constraints between activities:

ff Finish-start: j
FS

k means that activity k can start as soon as activity 
j is completed; this is the most common type of precedence 
constraints that can be found in a project activity network;

ff Start-start: j
SS

k means that activity k can 
start as soon as activity j has started;

ff Start-finish:  j
SF

k means that activity k can 
finish as soon as activity j has started;

ff Start-start: j
FF

k means that activity k can finish 
as soon as activity j is completed.

In this framework, the set of predecessors Γk
-1 of an activ-

ity k is made of 3-tuples (j, σjk , Ljk ) where j is a predecessor 
activity of activity k, σjk  is the precedence relationship with 

σjk∈ {FS, SS, SF, FF},  Ljk  is the lag between activities j and k 
(positive or negative).

Temporal constraints on an activity j can be added by the 
means of precedence constraints between α and j or be-
tween j and ω, with an appropriate lag.

Schedule dates are calculated by running an algorithm 
that consists mainly of two parts. The earliest start dates are 
calculated during the so-called forward pass, by propagation 
from α to ω. The latest finish dates are calculated during the 
so-called backward pass, still by propagation, but from ω to 
α. The propagation principle is straightforward: as soon as 
the dates ESj of the activities of the set Γk

-1 are calculated, 
ESk can be calculated, and as soon as the dates LFk of the 
activities of the set Γj are calculated, LFj can be calculated.

Earliest start dates ESj are calculated as follows:

Earliest finish EFk dates, are derived from ESk  as follows: 
EFk = ESk + Dk, ∀k.

Latest finish dates LFj are calculated as folows:

 

Latest start dates LSj are derived from LSj as follows: LSj 
= LFj - Dj, ∀j.

The total and free floats are calculated as follows: 
TFj=LFj-Dj-ESj , ∀j and FFj=min{ESj }-Dj-ESj , ∀j.
All the activities that have TFj =0  are critical activities.

2.	Repetitive Scheduling Basics 
and Definitions

The implementation of a RSM system that calculates, for 
all the activities of a project made-up of repetitive activities, 
their earliest start and finish dates is quite simple. While 
date calculations of a PDM networks use either graph theory 
or linear programming backgrounds (Elmaghraby (1977)), 
the date calculations for the RSM problems are mainly 
graphical (see Arditi et al. (2002) or Harris & Ioannou (1998) 
for instance). The time is drawn on the X-axis while the 
number of units to build, manufacture, assemble, test and 
etc. are featured on the Y-axis. Repetitive activities are pre-
sented either as slanted lines (Figure 1a) or as parallelograms 
(Figure 1b).

FIGURE 1. Repetitive activity drawn as a slanted line (a) or as a parallelogram (b).

FIGURE 2. Simplified “unit network” for the Production of LHC Dipole Cryo-magnets.

Many other
components

Many
components

Many
components

Many other
components

Many other
components

Many other
components

Many other
components

Manufacture
SC cable

Inner Layer
Assemble

Inner Layer

Assemble
Outer Layer

Assemble
Coil

Assemble
Pole

Assemble
Dipole

Cryo-magnet

Manufacture
SC cable

Outer Layer



SEPTEMBER-DECEMBER 2013    |   THE JOURNAL OF MODERN PROJECT MANAGEMENT A 1110 B THE JOURNAL OF MODERN PROJECT MANAGEMENT   |  SEPTEMBER-DECEMBER 2013 

A MODEL  /// MERGING PDM, RSM AND LSM SCHEDULING APPROACHES INTO A SINGLE CONSTRUCTION PROJECT SCHEDULING SYSTEM

A definition of the PDM activity was given in 
the previous section; the 3-tuple (Dj , Γj

-1, rj )  is 
sufficient to define them. The RSM activities, i.e., 
repetitive activities, can also be defined by a 3-tu-
ple similar to that of the PDM activities: ((TSj, Qj , 
θj ) Γj

-1, rj) where:
ff TS

j
 is the temporal span of activity j, i.e.,  

the time required to produce 1 unit;

ff Q
j
 is the total quantity of units to 

produce; it is generally normalized in 
“e.e.p.” (equivalent end-product);

ff θ
j  
is the production rate, generally expressed 

in number of units that can be produced per 
period of time: e.g., unit/week, unit/day…

If the start date Sj of activity j is known, its 
end date Fj can be calculated using the following 
expression: Fj= Sj + (Qj  - 1)/ θj + TSj .

It can be noted that when θj → 
∞

 
(even if this 

has no physical meaning): Fj= Sj + TSj = Sj + Dj .

Figure 4 shows a visual definition of all these 
parameters.

FIGURE 4. Naming conventions for repetitive activity j.

Let’s use an example to find out where sched-
uling difficulties are located. Let’s consider two 
repetitive activities j and k, with Γj

-1=0 and Γk
-1={(j, 

FS, 0)} . One could schedule them as if they were PDM activ-
ities. To do so, Dj and Dk must be known: Dj =(Qj -1)/θj+TSj 
and Dk=(Qk - 1)/ θk+TSk.

Figure 5a presents a possible resulting schedule analyzed 
according to the standard PDM approach, assuming a fin-
ish-start constraint. One can see that it is not optimal. The 
schedules presented in Figure 5b (case featuring θj>θk) or in 
Figure 5c (case featuring θj<θk) give optimal solutions.

ESk and LFj can be calculated from ESj and LFk  as follows:
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These formulae are applicable when two or more repeti-

tive activities are constrained by a finish-start constraint. By 
considering the special case where Q = 1 we fall back to the 
standard PDM formulae (1) and (2) with Dk = TSk.

As can be easily derived from Figure 5b, in the case of 
RSM the finish-start constraint can be modeled in “standard 
PDM” as a start-start constraint with a lag equal to the time 
span of the preceding activity. Similarly, when the produc-
tion rate of the preceding activity is lower than the succeed-
ing activity (as in Figure 5c) the finish-start constraint can be 
modeled as a finish-finish constraint, with lag equaling the 
time span of the succeeding activity. While this does yield 
optimal scheduling results, it has the disadvantage that the 
resulting precedence constraints are introduced for reasons 
which do not reflect reality (which in this case is really the 
finish-start constraint). Also if, for some reason, the produc-
tion rate of one of the activities changes, it may be needed 
to review the artificial precedence constraints. For all these 
reasons, it does not seem sound to introduce basic PDM 
constraints to reflect constraints between pairs of repetitive 
activities.

3.	Linear Scheduling Basics
The projects related to the linear scheduling method are 

projects that mainly consist of linear activities. Harmelink & 
Rowling (1998) give the following definition to the latter: lin-
ear activities are those activities that are completed as they 
progress along a path. For instance, the digging of a railway 
tunnel, the repaving of a motorway or the installation and 
interconnection works of a particle accelerator, are projects 
that typically belong to the family of linear development 
projects.

Typically, linear activities consume a spatial resource, 
which is the physical location where they are carried out. 
This spatial resource is a renewable resource: as soon as 
the work is completed in a given area, the place is freed for 
another activity.

There are two types of space-constrained activities: 
the linear space-constrained activities, and the discrete 
space-constrained activities. The linear space-constrained 
activities are in fact those activities that consume a spa-
tial resource and that progress along a path. The discrete 
space-constrained activities are a special case of the latter: 
these are activities that typically occupy a physical area, but 
that do not progress along a path.

Linear space-constrained activities can be graphically 
presented either as slanted lines (Figure 6a) or as parallel-
ograms (Figure 6b). Because discrete space-constrained 
activities benefit by being represented as rectangles, the 
parallelogram representation is preferred.

In our preferred linear scheduling vocabulary, all 
space-constrained activities are called “blocks.” The blocks 
can then be of two types: parallelogram-shaped blocks re-
ferring to linear activities and rectangle-shaped blocks that 
correspond to discrete activities.
Linear space-constrained activities. (Figure 7a). Let j be a linear space-
constrained activity, in addition to precedence and resource information, 
such an activity is characterized by a 3-tuple ((x

j
, y

j
, TS

j
, θ

j
), Γ

j
-1,r

j
) where:

ff x
j
 is the start station of activity j
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ff y
j
 is the finish station of activity j

ff TS
j
 is the temporal span of activity j

ff θ
j
 is the production rate of activity j; which is the 

spatial progress foreseen per unit of time: typically, 
production rates can be expressed in feet/hour, km/
week, units/day... θ

j
 is positive if j progresses along 

the path, i.e., if x
j
<

 
y

j
 , otherwise θ

j
 is negative. With 

such a convention, it should be noted that the true 
production rate capacity is based on | θ

j
| and not on θ

j
.

If the start date Sj of activity j is known, the 
finish date Fj of this activity can be obtained as 
follows: Fj = Sj + (yj - xj)/θj+TSj.

It should also be stated that the definition of 
predecessor activity in a linear scheduling context 
differs from the one of predecessors in a CPM or 
PDM context. To illustrate this, let j and k be two 
activities, such as Γk

-1 = {j}. In a CPM or PDM con-
text, this means that k cannot start until j has not 
ended. In a linear scheduling environment, prece-
dence constraints generally mean that an activity 

can start, as soon as its predecessor activities have 
ended in the vicinity of its start station.

Discrete space-constrained activities. — (Figure 
7b). These are a special case of the latter; they are 
also characterized by a 3-tuple ((xj, yj, Dj, ∞), Γj

-1, rj) 
where:

ff x
j
 and y

j
 are the end stations of activity j

ff D
j
 is the duration of activity j: F

j
= S

j
+ D

j

A discrete space-constrained activity is a linear 
space-constrained activity without production rate 
(mathematically θj = ∞), and TSj = Dj. In the re-
mainder of this article, we will use the term “block 
activities” to denote linear and discrete space-con-
strained activities. 
Linear scheduling. Several approaches can be found to solve 
a linear scheduling problem. As an example, let j and k be two 
block activities such that j =((x

4
, x

2
, TS

j
, θ

j
), ∅, ∅) and k =((x

1
, 

x
3
, TS

k
, θ

k
), {j}, ∅), with x

1
< x

2
< x

3
< x

4
, i.e. θ

j 
< 0 and θ

j 
> 0.

Figure 8a shows how these two activities should 
be scheduled optimally (assuming the finish-start 
constraint). It can be observed that the finish date 
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FIGURE 6. Linear activity drawn as a slanted line (a) or as a parallelogram (b).

FIGURE 7. Naming conventions for linear space-constrained activity j and discrete space-constrained activity k.
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Fj of activity j is scheduled later than the start date Sk of 
activity k. Figure 8b shows how “standard PDM” would have 
scheduled these two activities. The result of Figure 8b is not 
optimal.

Earliest and latest date calculations. It is rather laborious 
to find the formulae corresponding to expressions (1) and (2) 
of PDM earliest and latest date calculations! Actually, one 
shall consider the 117 different combinations of xj, yj, xk, yk, 
θj and θk (see Figure 10). By forming some sets, the problem 
is reduced to 22 cases: 11 for the forward pass (marked from 
1 to 11 on the top left hand side corner of each combination 
featured in Figure 9) and 11 for the backward pass (marked 
from A to L on the bottom right hand side corner of each 
combination).
FIGURE 9. The 117 different combinations for two activities such that 
j

LR
k. Check it at http://www.journalmodernpm.com/public/issue02/

Paper01Figure9.pdf
Considering the finish-start constraint, the earliest start 

date ESkfor activity k can be calculated as Figure 10.
FIGURE 10. Check figure at http://www.journalmodernpm.com/public/
issue02/Figure10.pdf

For other types of precedence constraints (SS, FF, SF), 
the formulae can be derived in similar way. For constraints 
on multiple tasks, the maximum value (i.e., latest date) will 
be used as shown in formula (1).

The corresponding latest finish date ESj for activity j can 
be calculated as Figure 11. 
FIGURE 11. Check figure at  http://www.journalmodernpm.com/public/
issue02/Figure11.pdf

Again, the formulae for SS, FF, SF constraints can be de-
rived in similar way and in case of constraints with multiple 
tasks, the minimum value (i.e., earliest date) will be used as 
demonstrated in formula (2).

4.	Merging PDM, RSM and LSM
 in a unique system

Real-world construction projects are generally made-up 
of the three types of activities featured in this paper, i.e., 
standard (one-of-a-kind) project activities, repetitive activi-

ties and linear activities. Project management practitioners 
need the means for modeling and analyzing activity net-
works made-up of a mixture of all these activities. Based on 
the definitions and on the formulae given in the three previ-
ous sections, expression (3), i.e., RSM calculation formulae 
for earliest start dates, can be embedded into expressions (1), 
PDM formulae. (see Figure 12A).

Similarly, expression (4) for latest finish date can be em-
bedded into expressions (2). (see Figure 12B).

We could go ahead and merge the LSM formulae (5) and 
(6) with the ones obtained here before. But one can easily 
see that PDM and RSM are just special cases of the LSM 
formulae:

ff PDM formulae are a special case of LSM with  
x

j
 = y

j
, so that (y

j
 - x

j
)/θ

j
 = 0, and TS

j
 = D

j
.

ff RSM formulae are a special case of LSM with x
j
=x

k
=1, 

y
j
=y

k
=Q

j
=Q

k
, θ

j 
> 0 and , θ
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5.	Example 

A wide range of projects use linear scheduling approach-
es: construction of highways and railways, re-pavement of 
runways, excavation of tunnels, installation of pipelines, and 
so on. The construction of large particle accelerators also 
involves such scheduling approaches. At a coordination lev-
el, the LHC uses a scheduling approach that is quite similar 
to the UPSS approach described in this paper (see Appendix 
1). This UPSS approach is a spin-off of the scheduling effort 
needed to coordinate this large-scale scientific project over 
a decade.

A Microsoft Excel spreadsheet implementation is given 
here to demonstrate that the UPSS approach can be imple-
mented with widespread means. For the sake of simplicity, 
the sub-set used as an example is made-up of 16 activities 

stations

time
FkSk = FjSj

x4
x3

x2

x1

k
j

(b)stations

time
FkFjSkSj

x4
x3

x2

x1

k
j

(a)

FIGURE 8. Optimally Calculated vs. PDM Calculated Diagram.

extracted from the LHC project installation coordination 
schedule: the installation of the general services of sector 7-8 
(one eighth of the main ring). Also for the sake of simplicity, 
repetitive activities were considered in this example. These 
activities are described in Appendix 2 that is a snapshot of 
the Microsoft Excel project data entry sheet.

Spreadsheet implementation

The principle used for entering project data is the fol-
lowing: rows can be of two types, activity rows or constraint 
rows. The activity rows are those with “wu” (work unit) in 
column C; the constraint rows are those with “pc” (prece-
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dence constraint) or “tc” (temporal con-
straint) in this column. The constraints 
listed right below an activity row 
correspond to this activity. Each task 
received an identification number (col-
umn B). The start and finish stations of 
tasks of linear or discrete space-con-
strained activities are entered in col-
umns H and I; their production rates in 
column J. These rates have been given 
in distance over time to avoid dealing 
with infinity for discrete space-con-
strained activities; the latter are identi-
fied with a production rate that is equal 
to zero. The calculation formulae have 
been adapted accordingly.

The precedence constraints (“pc” 
rows) are entered as follows: the iden-
tification number of the predecessor 
activity is given in column F, the one 
to which the constraint is applied to is 
given in column D. The type of prec-
edence constraint is given in column 
E: it must be one of the following “fs” 
(finish-start), “ss” (start-start), “sf” 
(start-finish), “ff” (finish-finish) or “sc” 

(space-constrained). A delay can be 
associated to precedence constraint; 
entered in column G.

The temporal constraints (“tc” rows) 
are entered as follows: the nature of the 
constraint is given in column E and the 
date in column G. The nature of the 
constraint can be of two types: “nb” 
(not before) or “na” (not after).

The schedule calculations are done 
by using the schedule spreadsheet cal-
culation formulae given by Seal (2001) 
and Ragsdale (2003), using the classical 
forward-pass - backward-pass ap-
proach. Calculations are done for each 
of the constraints of an activity; then 
the earliest date (forward-pass) or latest 
date (backward-pass) obtained is kept 
at activity level. Due to the heaviness 
of the calculation formulae, they have 
been coded as four Visual Basic for 
Excel functions (see Appendix 4 and 
Appendix 5). The formula has been 
conceived so that the formulae needed 
for “wu” rows are easily copied from 
that of row 5, and also the formulae 

for the constraint rows. The calcula-
tion results are given in columns L to 
O. Critical activities are immediately 
highlighted with a red background.

The project Gantt diagram is given 
on a second sheet (see Appendix 3). It is 
straightforwardly obtained by plot-
ting parallelograms made of five-point 
four-segment open polygons with simi-
lar start and end points. Each point has 
two coordinates: a horizontal temporal 
coordinate and a vertical special coor-
dinate. The vertical position of bar-type 
activities is forced by entering a figure 
in column R. To simplify the plotting 
of the parallelograms, some formulae 
have been added to columns Q to AF. 
The color of the parallelogram is the 
one given in column P.

The Microsoft Excel spreadsheet 
can be obtained upon request at upss@
bonnal.eu.

Comments on the activities

Activities 003 and 005 are not 
carried out at the installation site 

(i.e., the LHC tunnel). For that very reason these are bar 
type activities. Activities 001 and 002 are activities that 
require the whole tunnel in order to be performed; due to 
this characteristic they are the discrete space-constrained 
type. Activities 004, 006, 007, 013 and 014 are spot activities. 
They correspond to very specific works to be performed in 
punctual locations in the LHC tunnel; set up along a few me-
ters of the tunnel. All other activities are linear space-con-
strained activities; all their θj have been set to positive values 
in order to provide a pre-optimization of the schedule.

6.	Conclusion
Linear scheduling techniques help to keep the number of 

activities down in the context of large-scale projects, as de-
scribed earlier. They also essentially result in a good starting 
base to efficiently allocate resources and work continuity for 
the crews in place.

Possible linear scheduling approaches including more 
“Visual” scheduling methods, such as Line of Balance, have 
been tried but are not easily maintained throughout the 
lifetime of a project where production rates differ from the 
initial schedules. Replacing space constraints with “artificial 
precedence constraints” results in a working solution, but 
again fragile in terms of change during the execution of the 
project.

In our opinion only an analytical extension based on 
standard PDM yields a scheduling technique that can be 
consistently used throughout the lifecycle of large-scale 
projects. While the set of formulae and the number of cases 
to examine appear daunting, the link to standard PDM is 
maintained: earliest start dates are calculated by propaga-
tion in a forward pass and latest finish dates are obtained 
during a backward pass. Total and free floats are then 
calculated straightforwardly, as well as critical activities. 
Resource-constrained project scheduling optimization algo-
rithms can also be used. One-of-a-kind, repetitive and linear 
activities are equally considered in the project scheduling 
model.

FIGURES AND TABLES

The LHC will provide particle physics community with a tool to reach the energy frontier 
above 1 TeV. To deliver 14 TeV proton-proton collisions, it will operate with about 1700 cryo-mag-
nets using NbTi super-conductors cooled at 1.8 K. These cryo-magnets will be installed in the 
27-km long, 100-m underground ring tunnel that was excavated 15 years ago for housing the LEP 
(Large Electron-Positron) accelerator. After a decade of research and development, the LHC main 
components are being manufacturated in industry.

The installation works have started with the refurbishing of the existing infrastructures. The 
installation schedule of the LHC project consists of about 2000 work units. The construction of 
new civil works has started in 1998. The particle physics community expects to have this new 
accelerator installed and fully commissioned by mid-2007. The LHC co-ordination schedule can 
be looked at from www.cern.ch.

APPENDIX 1. The Large Hadron Collider.

APPENDIX 2. Microsoft Excel spreadsheet; project data entry sheet. 
Check it at http://www.journalmodernpm.com/public/issue02/Paper01Appendix02.pdf

APPENDIX 3. Microsoft Excel spreadsheet; linear Gantt diagram. 
Check it at http://www.journalmodernpm.com/public/issue02/Paper01Appendix03.pdf

FIGURE 12A.

FIGURE 12B.
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APPENDIX 4. Microsoft Excel spreadsheet; Visual Basic for Excel functions  
to calculate earliest start dates and earliest finish dates.

APPENDIX 5.  Microsoft Excel spreadsheet; Visual Basic for Excel functions to calculate 
latest finish dates and latest start dates.
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