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r   A B S T R A C T 

Constraints and risks are two critical factors that affect software project performance; more attention 

needs to be paid to constraints and risks in order to improve performance. In this paper, investiga-

tion will take place to determine the relation between those three factors. An enhanced model has 

been proposed to describe how these factors affect each other. As an application, the performance 

is examined for both open and closed source software projects in terms of some constraints and risk 

factors. Moreover, solutions for controlling both constraints and risks are provided. For constraints, 

project activities scheduling is enhanced using a genetic algorithm. For risks, RISKIT is briefly ex-

plained as a risk management methodology.

EXPLORATORY MODEL

all over the world in the field of Health, Education, Science, 
Psychology and Personal Development. The benefit of using 
TOC thinking processes is that it has the ability to identify 
paradigm shifts when the rules and the assumptions don not 
change over time. Monitoring every assumption to make sure 
that it will evolve in reality is not an easy task, therefore being 
aware of the TOC logic tools can be quite advantageous [4].

Moving to the second aspect of this study which is Risk 
Management, unlike constraints, risks cannot be identified 
at the beginning of the project, however they occur suddenly 
and may cause project failure if not correctly controlled. 

One of the recent risk studies conducted considered 
about 13,000 projects, it was concluded that approximately 
25% of the projects were either delayed or failed [14]. It has 
been noticed that a great number of problems occurring in 
the software development process are encountered because 
of the poor software risk management techniques or due to 
the absence of any such techniques at all. Risk management 
can be defined as the practice of determining the possible 
risks, studying and examining them, then taking the re-
quired steps to reduce and minimize the risk [17].

Project managers always work on such limitations and 
risks in order to achieve the targeted performance. One of 
the main tasks a project manager should do regards provid-
ing details about the performance required in the project. 
This kind of information is crucial during project develop-
ment to verify it will be able to achieve its objectives within 
the defined constraints. 

To study how each of those factors affect each other, a 
new model has been proposed, called Risk, Performance and 
Constraints model (RPC). In this model, the relationship 
between different categories of risks, Performance factors 
and constraints is clearly identified.

As an application of the explained model, the way con-
straints and risk factors affect performance in either open 
source or closed source software projects will be highlight-
ed. The effects of these factors were studied through a survey 
conducted with a group of Software Development Managers 
in the state of Qatar.

After studying performance in terms of open source and 
closed source in light of risk management and constraint 
management factors, one risk management methodology is 
then briefly explained, and an innovative constraint manage-
ment algorithm is also presented.

The Risk Management methodology chosen is RISKIT, 
standing out as a simplistic two-way tool that helps in early 
and continuous identification of risks, studying the factor, 
the controlling event and its effect on the outcome (Per-
formance). RISKIT also defines probability and impact in a 
non-numerical approach, ranking each in a two-way matrix 
that helps decision makers identify the highest ranking risk 
in terms of both probability and impact at the same time.

As for the Constraint Management, it has been noticed 
that time, budget and resources are the most common con-
straints in many software projects. This is the reason why 
this study is proposed as an enhanced model to soften the 
impact of those restrictions on the performance. One basic 
approach for achieving this is project activities scheduling, 
its main function is to clarify the project from different 
perspectives. Not only will it help to meet the constraints of 
the project proposed but it will also give insights on expect-
ed risks. However setting such a schedule may raise another 
issue, which is Resource-Constrained Project Scheduling 
(RCPSP). 

RCPSP aims to minimize the total duration of the project 
by applying a non-pre-emptive scheduling on the different 
project activities. In this regard, a genetic algorithm with 
two point crossover to handle this issue has been proposed 
[11].

The paper is organized as follows; Open section A high-
lights the introduction. Section 2 examines related works. 
Section 2 motivates the TOC concept and clarifies this 
concept through two examples. Section 3 describes the risk 
management concept and defines some of the factors that 
affect the project performance. Section 4 presents an en-
hanced model that addresses performance in a chain of risk 
and constraint factors. Section 5 applies a performance con-
cept on Closed and Open Source Software Development in 
a comparative way. Section 6 presents one of the methodol-
ogies on how to handle risk management called RISKIT and 
Section 7 presents an example about Resource-Constrained 
Project Scheduling Problem (RCPSP) and the proposed 
solution used to overcome this problem. Finally, Section 8 
represents the final discussion and Section 9 concludes our 
work.

1. Related Work
Studies of Constraint Management and Risk Manage-

ment are rich in the literature. 
Starting with Constraints; Goldrattand et.al [1] suggested 

that the following five focus steps are the basis for the busi-
ness improvement process proposed in TOC:

ff Identify the constraint(s).

ff Decide how to exploit the constraint(s).

ff Subordinate all else to the decision in step 2.

ff Elevate the constraints(s).

ff If in any previous step a constraint is 
broken or eliminated go to step 1.

Zadry and Yusof [2] defined TOC as a blend of philos-
ophy, principles and tools conceived to ensure optimal 

INTRODUCTION 

Software development is a changing process which entails a great deal of reasonable 
thinking. Nowadays the process of software development is using more systematic and tool 
driven models. Thus, the process of software development will suffer from inflexibility, which 
may cause losing some of the required constraint. On the other hand, it will also suffer from 
higher risk probabilities, which negatively affects performance. Project managers should ini-
tially pay more attention to those constraints and risk factors and provide plans that continu-
ously take them into account.

When project managers have enough experience in managing constraints and risks, 
they achieve the expected goals and outcomes. In this paper, Constraint Management, Risk 
Management and Performance will be investigated. Also some strategies will be provided to 
manage either constraints or risks in order to enhance the performance.

The first aspect of this study regards Constraints Management, the word constraint 
means any imposed limitation or restriction, software wise. Constraints are defined at the 
beginning of the project and can be related to time, budget or resources. To be able to effi-
ciently manage constraints, a management paradigm should be followed, such as Theory of 
Constraints (TOC).

Over the last 30 years, TOC has been successfully used in business and is now taught in 
many business schools and colleges. Apart from that, the TOC tools have been used by experts 

MAY-AUGUST 2014   |   THE JOURNAL OF MODERN PROJECT MANAGEMENT A 9



performance  of any organization by 
enabling the members of that organi-
zation to identify control and eliminate 
any problem that prevents that organ-
ization from operating at peak perfor-
mance.

Mablin and Balderstone’s [3] syn-
opsis of TOC conveyed the important 
message that TOC is a powerful man-
agement theory that encourages organ-
izational leaders to approach problems 
they face from a system perspective 
using a systems thinking process in an 
environment designed to support the 
focusing/iterative process of ongoing 
improvement. Such an approach allows 
identifying breakthrough and sus-
tainable solutions to both simple and 
complex problems.

The results of a meta-analysis of 
over 80 successful TOC applications, 
reported by Mabin and Balderstone in 
their literature-based research, showed 
that a sustained application of TOC 
resulted in measurable improvement in 
the operational and financial perfor-
mance of an organization [3]. Opera-
tional performance measures included 
lead time, cycle time and due date per-
formance. The financial performance 
measures included inventory through-
put and profitability.

As for Risk Methodologies, in [16] 
each method has its own characteris-
tics. The selected framework for risk 
management was selected based on 
the fact that there are several use cases 
conducted in distended time frames, 
with the possibility of using its applica-
tion not only on software engineering, 
but also globally applied in various 
fields.

The RISKIT method was published 
by Jyrki Kontio from the University of 
Maryland [21]. RISKIT is a framework 
that covers all aspects of Risk Man-
agement; Identification, Assessment, 
Control and Monitoring. RISKIT was 
designed for Software Engineering 
Project Management, its main key 
values comprise the following: it ini-
tially includes stakeholders in the Risk 
Management Process, secondly - it is a 
pure graphical representation that was 
found to be easy to apply, and finally 
it tolerates imprecise data of both loss 

and probability. RISKIT can be applied 
to projects that are not purely from the 
computer science field.

2. Theory of Constraints
Over the past twenty years, The-

ory of Constraints (TOC) has been 
developed by Goldratt. TOC applies a 
methodology that is derived from hard 
sciences (cause-and-effect) to under-
stand and enhance the human-based 
systems such as the lives of individuals 
and organizations. Also, it helps people 
to think creatively, solve problems and 
implements the best solution found [4]. 

Conventionally, any project re-
quired to be achieved and carried 
out within certain constraints. These 
constraints can be classified as time, 
cost, and scope, identified as the “Pro-
ject Management Triple Constraints” 
where each side of the triangle is con-
sidered as a constraint. 

FIGURE 1. The Triple Constraints [5]

The triangle in Figure 1: The Tri-
ple Constraints [5] demonstrates the 
relationship between the main three 
components of the project. Time or 
Schedule is when the project has a 
deadline to deliver a product with 
certain results. For example, a project 
must be ended by January 30th. In this 
case, it is not clear that the project will 
be ended at this due date, but some-
one is expected to finalize it working 
on the project and produce the final 
product on this deadline. Costs are the 
available amount of money or it could 
be the available resources to complete 
the project, which include people, 
equipment, information, and so on. For 
instance, a budget of $150,000 assigned 

to a certain project or having three 
employees working for two months. 
Finally, scope includes the sort of tasks 
needed to achieve the goals. Also, it 
is the way to ensure that the project 
contains only the total work needed to 
be done in order to perform the project 
successfully [5]. 

Successful project managers 
will meet those triple constraints 
by balancing each one of them. The 
relationship between these factors is 
that one of these factors cannot be 
changed without affecting the others; 
at least one of them will probably be 
affected. For instance if the time has 
been reduced, the required funds will 
be increased to add more resources 
in order to finish the same amount of 
work in less time. A further enhance-
ment of the constraints triangle model 
is that the performance or the quality 
has been separated from the scope and 
the performance has been turned into 
a fourth constraint [5]. According to 
Goldratt, the organization performance 
is dictated by the constraints which 
prevent the organization from max-
imizing performance and achieving 
its goals [1]. To improve performance, 
project managers should continuously 
execute the planning and reviewing of 
the project since no project works ex-
actly the same as planned in the initial 
project plan. 

By thinking ahead and focusing 
on the constraints, project manage-
ment can contribute to project success 
when it is applied in any organization 
that supports a team and continuous 
improvement environment. When ap-
plying the philosophy, concepts, prin-
ciples, and tools embedded in the TOC 
framework, organizational leaders are 
able to provide their members with the 
necessary tools required to identify, 
manage, and break the most restrictive 
limiting factor that prevents them from 
contributing to the success of projects. 
In the project planning phase, pro-
ject managers take into consideration 
the constraints associated with the 
resources, time, and cost of the project, 
that will definitely be able to increase 
the project outcomes with the lowest 
possible cost. 

For example, according to Noreen, 
Smith, and Mackey [6], a good practice 
of using TOC would be when the top 
management of Baxter medical prod-
ucts plant is acting wisely enough to 
adapt the constraints associated with 
the production process in the plant, 
and the designed system is flexible 
enough to accommodate these adapta-
tions. For example, when materials are 
a constraint, they look for other ven-
dors, when machines are a constraint, 
they increase the load on machines as 
appropriate and if the machines have 
reached their maximum load, new ma-
chines are ordered. In this factory, the 
constraint was the plastic extruding 
machines, a new extruding machine 
was ordered because the manager 
wanted to increase the plant capaci-
ty. However, before the new machine 
arrived, the manager realized that the 
constraint would move to the blenders 
once the new extruding capacity was 
added. As a result a new blender was 
planned and ordered. From this exam-
ple it can be concluded that by thinking 
ahead and focusing on the constraints, 
the plate manager is able to increase 
the plant’s real capacity at the lowest 
possible cost.

On the other hand, a bad practice 
of early identification of constraint 
would be: when the top management 
of Denver airport [7] did not act wisely 
enough to accommodate the delays of 
finishing the software that controls 
the automatic baggage system. Instead 
of waiting until the whole system was 
completed, they could partially open 
the system to perform unit testing on 
individual parts of the system before 
testing the overall system. For example, 
they could partially operate the system 
for testing purposes to be able to accu-
rately synchronize the timing between 
the conveyor belts and the moving 
tele-carts. As a result the misleading, 
misrouting, and jam problems that 
happened after operating the system 
could have been prevented. Thus, they 
could have avoided the delay which 
сοѕt Dеnvеr $1.1 milliοn а dаy, includ-
ing intеrеѕt аnd οpеrаting сοѕtѕ [7].

3. Risk Management 
3.1. What is Risk Management? 

Risk management techniques 
should be considered while developing 
software to avoid project delay or fail-
ure. Generally, any risk management 
methodology involves the identifica-
tion, assessment, prioritization, control 
and monitor of all expected risks [16] 
as shown in Figure 2: Risk management 
process.

FIGURE 2. Risk management process

3.2. Risk identification

Risks must be clearly identified 
in order to manage them. This phase 
mainly depends on the organization 
itself and how much it encourages peo-
ple to highlight issues that may cause 
threats. A list of these most frequent-
ly occurring risk factors is: user (U), 
requirement (R), project complexity 
(Comp), planning and control (P&C), 
team (T), and organizational environ-
ment (Org) and Budget (B) [16], [17], [18]. 

User dimension (U) 

This dimension focuses on any user 
involvement which affects the develop-
ment process, such as:

ff Ability to clearly communicate 
with the developers

ff Raising conflicts in users group

ff Users resistance for change 

ff Non positive attitudes 
headed for the project 

ff Users Lack of cooperation 

ff More stress on the software from users 
than expected (especially in web services)

Requirement dimension (R)

This dimension of risk arises from 
factors related to different kinds of 
requirements, such as:

ff Requirements are not properly stated

ff No agreement on goals

ff Frequently changing requirements

ff System requirements are not 
sufficiently identified

ff Vague system requirements

ff Incorrect system requirements 

ff No risks or contingency 
plans are identified

ff No proper control is done

ff Poor handling of project changes 

Project Complexity (c)

Project complexity risk dimension 
can be characterized by the following 
factors related to technology:

ff Project involves the use 
of new technology

ff High level of technical complexity

ff Immature technology

ff Technology does not meet expectations

ff Project involves the use of technology 
that has not been used in prior projects

ff Less reuse than expected

ff Backup not taken and actual 
document/data loss

ff Too many development errors

Planning and Control (P & C)

Planning and control is a risk di-
mension that affects many aspects and 
results in many risk factors, such as:

ff Low estimation of time and cost Delivery 

ff Deadline tightened or management 
change circumstances

ff Lack of effective project management 
skills and methodologies

ff Project progress not monitored 
closely enough 

ff Inadequate estimation of required 
resources leading to shortfalls 
in the required tasks

ff Inadequate estimation of required 
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materials, lack of control on suppliers

ff Changing scope / objectives

ff Project milestone not clearly defined 

ff Ineffective communications

Team (T)

Some factors that can cause the risk 
from the team dimension:

ff Team members lack of experience 

ff Team member’s development does 
not undergo adequate training 

ff Unspecialized team members

ff Lack of training on tool or 
staff inexperience

Organizational Environment (Org)

This dimension shows how organi-
zation environment affects the pro-
ject and how it can become risks, for 
example:

ff Management change during software 
development and high turnover

ff Having a system that is not created 
to support the development, policies 
that effect the process negatively 

ff Environment that is not rigid

ff Restructuring the organization while 
software development is taking place 

Budget Management (B)

Here is a list of some related budget 
risks:

ff Inadequate allocation for resources 
lead to budget waste

ff Unrealistic time and cost estimates

ff Funding may be lost because of poor 
management and communication

ff Funding may be lost due to the funding 
agency’s unawareness of the progress

3.3. Risk Assessment & Control

In this phase, previously identified 
risks are reviewed, prioritized and 
analyzed in terms of cost, time, and 
its effect on product quality. This kind 
of analysis will provide information to 
decision makers to assist them in their 
decision making [15]. 

Also, in this phase a risk manage-
ment plan is provided, which includes 
actions to be taken, priority and future 
consequences for each action.

3.4. Risk Monitoring

Both risks and actions taken to 
deal with risk are tracked. Gradually 
actions are changed as a response to 
risk reduction. Risk management plans 
are changed to handle new mitigated 
actions and different triggered events. 
Finally the risk management process 
is improved and the plans produced 
can be used as a reference for future 
projects [15].

4. Project performance
 Providing details about the per-

formance of a project is a common 
task assigned to project managers. 
Such information is crucial during the 
development to verify that a project 
will be able to achieve its objectives 
within the defined constraints, or for 
a company considering investing in a 
project. There are numerous studies 
on predictors for evaluating project 
performance, based on two criteria: 
effectiveness and efficiency [8].

4.1. Relation between Risk, 
Performance and Constraint

The proposed model is mainly based 
on the exploratory model of Wallace 
et al. [21] which illustrates the rela-
tion between the risk factors, project 
performance and project constraints 
in the scope of software development 
management. 

In this model, performance is 
indicated by product and process per-
formance, another component of this 
model is the constraint factors which 
are, resources, scope, cost and time as 
shown in Figure 3: Diagram of the Pro-
posed Model. For the social subsystem 
and the technical subsystem risks, they 
have direct impact on project man-
agement risk. According to the proven 
hypotheses given by [21] the impact of 
the social system on both the technical 

subsystem and the project manage-
ment is significantly positive. Mov-
ing to project management, it has a 
negative effect on product performance 
and process performance. Moreover, 
process performance has a negative 
impact on product performance.

Whenever new software is devel-
oped, its performance effectiveness is 
measured by how it meets its objective 
and works around its limitations. As 
discussed previously in this paper, the 
objective is determined by the scope 
constraints, while the limitations are 
presented in the available recourses, 
allocated budget and pre-defined time 
period. The proposed enhancement of 
the model addressed the measurement 
of software projects performance based 
on meeting constraints.

The product performance is directly 
proportional to meeting the scope, 
while the process performance always 
takes cost, time and resources into 
consideration. Each constraint factor 
has to address a certain risk factor to 
control performance in the best way to 
ensure great performance.

Referring to Figure 3: Diagram of 
the Proposed Model, it can be seen that 
resources, cost and time constraints 
introduce risks in the project manage-
ment risks category. Meeting the scope 
increases the user’s risk factors, such 
as the sub-category of social system as 
well as the technical subsystem risks 
category.

Since project management mon-
itoring is a continuous process, 
whenever new constraints or new risk 
factors arise, the performance will be 
affected.

4.2. Efficiency and Effectiveness

The efficiency is a ratio of the glob-
al output created by the project, on the 
global input used from the beginning 
of the project. Therefore, it is an eco-
nomic indicator whose evolution can 
be followed during the development.

The effectiveness is the capabili-
ty of achieving goals. This criteria is 
focused on the results, it is the ability 
of the project to match the objectives 

respecting the constraints [8]. It is 
evaluated by comparing the time used, 
the costs, and the quality obtained, 
with the previsions and the expected 
results.

5. Performance in light of
Open Source and 
Closed Source 
Software Development 
Management

Closed source software is developed 
under copyright licenses. The users 
have no way to access the sources, and 
run compiled binaries. 

Open Source Software (OSS) are re-
leased under special licenses that allow 
the public to examine the source code 
in addition of using it. The open-source 
projects challenge the closed-projects 
by frequent releases, collaboration, 
co-development and finally by follow-
ing the open standards. On the other 
hand, the closed source follows the 
traditional paradigm, where they treat 
software development as specialized 
process, managed by local and highly 
qualified developers. 

The previous methods to measure 
efficiency and effectiveness cannot be 
applied in the case of Open Source 
Software projects for the following 
reasons:

ff The project is not made to generate 
revenue by selling licenses, nor 
financed like closed-source software: 
the efficiency ratio cannot be 
calculated in the same manner.

ff The project does not match predefined 
constraints nor objectives of a particular 
customer. The effectiveness cannot 
be evaluated like with closed-source 
software, since the context is different.

It is best to investigate a new model 
that helps ensuring efficiency and 
effectiveness in the case of open source 
development, but before that more 

about the open source development 
itself.

5.1. Open-source 
development model

There are numbers of highly suc-
cessful open-source software (OSS) in 
the public context, such as the Mozilla 
web browser, as well as among profes-
sional circles, such as the Apache web 
server. Making a software open-source 
allows the users to contribute or to 
provide feedback on the project during 
its development. It allows a large 
number of potential users to build, test 
and debug early releases on multiple 
platforms, instead of limiting those 
processes to internal and subsequent 
phases. 

There are hundreds of open-source 
licenses; globally they are classified in 
two categories [9]:

ff Copy left licenses: the sources can 
be accessed, used, modified and 
shared. However, the used code has 
to comply with the same license. It is, 
for example, not legal to include those 
sources in closed-source software.

ff Non-restrictive licenses: the 
sources can be used and integrated 
in proprietary software.

At the beginning of an OSS project, 
the standardized requirements are lim-
ited and incomplete. The boundaries 
are not really defined, as the project 
will evolve according to the new users’ 
needs [10]. The evolution of the de-
velopment will depend on the user’s 
interests and volunteer developers. 
So, how does one then measure OSS 
performance?

5.2. Performance evaluation 
for OSS projects

There are many metrics that can 
be used to measure the project per-
formance. James W has studied these 
metrics and consolidated them in the 
following [8]:

ff Overall growth of project 
functions over time

ff Functions added over time

ff Overall projects’ complexity

ff Average complexity of all the functions

ff Average complexity of the 
added functions

ff Functions modified overtime

ff Functions modified as a percentage

ff Correlation between functions 
added and modified 

All these metrics are used to 
measure the projects’ performance, 
but this part of the paper will focus 
on defect-removal and functionality 
enhancements as they are core of OSS 
development.

Several studies about the DCT (Dy-
namic Capabilities Theory) define the 
Dynamic as the capability of a compa-
ny to change and adapt to the market. 
Capabilities also depend on market 
changes, where the company can 
integrate, build, and reconfigure its re-
sources in response to market changes. 
Depending on the DCT, a hypothesis 
can be conducted to study the project 
capabilities with regards of defect-re-
moval and functionality-enhancements 
in OSS. These two processes should not 
be confused with maintenance, as the 
project keeps changing to meet new 
requirements.

The development of OSS projects is 
incremental and has dynamic char-
acteristics. This paradigm follows the 
evolutionary software development 
model. This model aims at removing 
defects and functional-enhancements.

 With the nature of OSS where 
there are blurred boundaries, incom-
plete requirements, and unpredictable 
changes, it can be considered a high 
velocity environment. In such projects 
the developers are volunteers, and the 
projects can be highly influenced by 
the volunteers’ interests. Attracting 
these volunteers has major impact on 
the project effectiveness. Some hypoth-
eses can be formulated as follows [8]:

ff H1. The stronger OSS projects pro-
activeness in defect-removal, the 
more performance it gets.

ff H2. The stronger OSS projects 
efficiency in defect-removal, the 
more performance it gets.

ff H3. The stronger OSS projects 
pro-activeness in functionality-
enhancement, the more 
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5.4. Open-Source and Closed-
Source Software Relevant Factors

Risks and constraints do impact 
the performances. However, due to the 
inherent differences between open and 
closed-source project, not all factors 
are relevant to both strategies. The 
differences between open and closed 
source are shown in Table 1: Con-
straints and risk factors in both open 
and closed source projects.

A survey was made to construct 
this table, and included nine partici-
pants from IT sectors from different 
companies, namely: Qatar Petroleum, 
Ooredoo Telecom, Navlink, Wipro 
Technologies, and Perpetuuiti Tech-
nosoft. The first thing to note is that 
the impact factors differ between 
Open-source and Closed-source per-
formance. To understand the cause of 
these differences, a hypothesis is made 
for each factor in risks and constraints.

Constraints

Costs: The reason for the high im-
pact on the closed source is very clear. 
Every resource used in the closed-
source has a cost, and if the project 
does not have sufficient budget to cover 
the required resources, then it will 
defiantly impact the performance of 
the project. While in the open-source, 
since it depends on reusability and 
volunteers, the cost is considered very 
low, so the impact would be low.

Meeting Scope: In structured com-
panies, once the scope of the project is 
defined, it becomes very rigid, and dif-
ficult to alter. Failing to meet the scope 
means failure of the project. On the 
other hand, the members of the Open-
source community define the scope 
themselves, and there are no penalties 
to alter these scopes and affect the 
performance.

Time: The Closed-Source projects 
have definite timelines that have to be 
met. Depending on the time setup, the 
project manager will allocate resources 
and roles to the project. If the time is 
short, the project might not have the 
sufficient resources to meet the time, 
and this affects the performance. The 
OSS have flexible timelines, so the pro-
ject can run at the desired pace.   

Utilized Resources: In closed-source 
projects, every resource is designated 
and utilized for specific tasks depend-
ing on the resource profile. A resource 
might have the capacity to be used in 
different tasks, and if it is not enlisted 
in its profile, it will be a waste. The 
size of the input in the project will be 
higher which will impact the perfor-
mance, since the same output can be 
achieved with fewer resources. How-
ever, the open-source projects have 
different scenarios, where any develop-
er can work in any task, but the lack of 
communication might lead to duplicate 
efforts. 

FIGURE 3. Diagram of the Proposed Model

Risks

Budget: As discussed in the costs 
factor, the OSS budget is very low, so 
there are no cost restrictions that can 
affect the performance, while in the 
closed source, it is the opposite.

Planning and Control: Planning and 
control are fundamental in closed-
source and they have more emphasis in 
closed-source than the open-source. As 
discussed before the open-source per-
formance depends on feature enhance-
ments, and fixing bugs frequencies. 
These actions are not planned and con-
trolled. They can be done by anyone at 
any time. While in the closed-source, 
they have to be planned and controlled, 
which add more overhead to the pro-
cess and leads to higher impact on the 
performance.

User and Social: It is generally ad-
dressed by using adapted development 
platforms in open source software 
projects, which integrates user interac-
tion as well as promotion to the public 
over the internet. On the contrary, 
closed-source software projects do not 
involve users and require less social 
interaction.

Technical: In open source, technical 
issues can be solved by new more expe-
rienced contributors. This reduces the 
risk compared to closed source, where 
the team is fixed: expertise is shared 
with everyone, technicalities are more 
likely to be overcome, and problems are 
solved with more responsibility.

Team: There are no designated 
teams in open-source projects, but 
rather collaborative contributions 
across the globe. As a result, team effi-
ciency does not have the same impact 
on the performance of open-source, as 
it does on closed-source. 

Project Complexity: Regardless of 
the type of project, complexity will 
always have an impact on project 
performance, but the difference is 
how to deal with it. The open-source 
projects start with low complexity, but 
with more functionality enhancements 
added, hence more complex. It can be 
observed that open-source projects do 
not have to deal with complexity all at 
once, but incrementally. As a result, 

the project can start as soon as pos-
sible, without overly considering the 
complexity. The closed-source has to 
resolve complexity from the start, since 
it is part of the project’s scope, and the 
outcome is a great impact on perfor-
mance, since they need greater efforts 
and resources to resolve complexity.   

An interesting point was raised by 
a project manager at Qatar Petroleum 
in one of the surveys. He simplified 
the relation between risks, constrains, 
and performance and stated, “A project 
manager usually avoids risks by creat-
ing more constraints, this may affect 
negatively on the performance. It is 
the project manager’s responsibility to 
balance out these three aspects.”

Another statement of specialist at 
Perpetuuiti Technosoft was “The dif-
ferent values of effects between these 
factors might change depending on the 
seriousness of the open-source project 
and the environment. Some of the 
open-source projects are serious, and 
have clear scope, so the effects will be 
mostly higher”. He also added that the 
lack of ownership is a major issue in 
the open-source projects, which reduc-
es the commitment by the volunteers 
in the project.  

Risk, Constraint and Performance 
have been explored individually, and 
then their relations and effects on each 
other. The next section provides one se-
lected Risk Management Methodology 
(RISKIT) and one Constraint Problem 
(Resource Scheduling) Solving approach 
(RCPSP), from the various options for 
enhancing performance.

6. RISKIT: Another
Approach for Risk 
Management

One of the proposed methodologies 
[21] for risk management is the RISK-
IT method; its main key values are: 
First, include stakeholders in the risk 
Management Process, Second it is a 
pure graphical representation that was 
found to be easy to apply, it tolerates 

imprecise data of both loss - or impact- 
and probability, and finally it is very 
general and can be used not only by 
developers.

The main steps of the RISKIT frame-
work are the following; Risk identifica-
tion, Risk analysis, Risk control plan-
ning, Risk control and Risk monitoring. 
They are integrated as shown in Figure 
5 hereafter. Each step leads to the next 
one consecutively, with the ability to 
return to any step.

6.1. RISKIT Risk Identification

To clearly identify the risk factors, 
the following questions are asked:

ff What is the risk factor?

ff What event is it related to?

ff What is the expected outcome 
if the risk event occurs? 

ff What kind of reaction is expected 
when the risk factor takes place?

ff What are the series of effects 
when the project plan deviates?

ff What utility might be lost, 
especially for stakeholders?

Each question will be graphically 
answered in a box labeled with a cer-
tain color based on the content of the 
triangle, for example, the yellow for the 
risk factor name. The graph is called a 
risk scenario, an example of a software 
risk is shown in Figure 6 hereafter.

6.2. RISKIT Risk Analysis

One of the important features that 
makes RISKIT unique is defining all 
losses, this is called risk analysis, which 
can happen because of any risk fac-
tor during the software development 
process. Losses are identified in the 
identification phase through a matrix 
that covers both the loss in terms of 
utility and the stakeholders. Utility 
loss is the loss of a material, resource 
or money to deal with the effect of 
the risk. Stakeholder loss is the loss of 
the client or the funding agent due to 
specific risks. 

The matrix is built by sequentially 
ranking the losses two times, one for 
utility loss and the other for probabil-
ity. Joining the two tables results in 
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performance it gets. 

ff H4. The stronger OSS projects efficiency 
in functionality-enhancement, 
the more performance it gets.

These hypotheses are presented 
in Figure 4: Relation between Open-
Source Parameters and Performance 
Indicators to track the relations.

5.3. Analysis and Results of the 
Dynamic Capabilities Theory

The results found from the research 
conducted [8] confirmed the pro-
posed hypothesis. Most of them have 
matched the expectations and they are 
as follows: 

ff Impact of defect-removal on OSS 
project performance: the results 
showed a positive effect and supported 
H1a, H1b, and H2b; however, the 
analysis did not support H2a.

ff Impact of functionality-enhancement 
on OSS project performance: the 
analysis supported H3a, H3b, and 
H4b; however, the results did 
not support H4a. The results are 
consistent with the expectations.

ff Model fit, control variables: the 
results show that neither license 
restrictiveness, nor development 
status have significant influence. 

Factors
Relevance

Open-

source

Closed-

source
Constraints

Costs Low High

Meeting scope Low High

Time Low High

Utilized resource Medium High

Risks

Budget Low High

Organizational 

environment
High Medium

Planning and control Low High

User High Low

Social High Low

Technical Medium High

Team Low High

Project complexity Medium High

TABLE 1 . Constraints and risk factors in both 
open and closed source projects
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visually glancing what each stakeholder has for the devel-
opment of the software, this Matrix/ Table is called RISKIT 
Pareto, Figure 7 shows an example of the RISKIT Pareto.

6.3. RISKIT Control 

Risk Control is the way to actually deal with-or avoid- 
Risks, there are 5 main ways to control a possible risk, as 
seen in Figure 8.

First is Not to Take any Action, when not taking actions 
requires either waiting and see what will actually happen, 
or hiring experts to gain more information before mak-
ing a decision. This is the most used risk scenario [21] that 
recommends GQM system which provides trees and leaves 
methodology instead of traditional matrices.

The second one is to have a Contingency Plan, which is 
similar to plan B, Plan B would be ready for recovery only 
in the case the risk did take place, then new actions will be 
taken based on that plan. Contingency plans are seen as 
recovery insurance, they also provide possible reactions and 
effects to a risk scenario. 

The third approach to control stress is to Reduce Loss, 
loss reduction takes place in 5 methods; The first method is 
about recovery, which includes four main sub options; the 
first is to reserve extra resource if the risk occurs, human 
resources, IT resources or financial resources. The second 
sub option of recovery is over staffing, which requires more 
budget but assures that each member of the new staff has 
enough experience to take the project forward. The third sub 
option is preparatory work, it is almost like the contingency 
plan, but it involves taking actions instead of planning, and 
if the risk does not take place, then the work applied would 
be wasted. The last methodology of the recovery options is 
over engineering, which is about providing extra design and 
coding alternatives if the risk did take place with the product 
itself. 

After recovery, the Second method of Loss Reduction 
is to Create Compensating Benefits, in other words, it is to 
provide a benefit to the customer instead of a utility loss, like 
providing free training, or an IT representative.

crucial in keeping track of risks and assertively 
questioning control decisions.

RISKIT can be applied to all types of projects, 
open source or closed source software. The only 
difference is that the risk types can vary depend-
ing on the software development itself. One may 
not have control of the contributing team, but as 
long as a person with ownership is managing the 
development of the software, with their expe-
rience they can adequately assess any possible 
internal or external risk.

7. Resource-Constrained Project 
Scheduling Problem (RCPSP)

In the field of operations research, re-
source-constrained project scheduling is con-
sidered an important and popular problem, also 
attracting many researchers. Its main objective 
is to minimize the total duration of the project 
by applying a non-pre-emptive scheduling on 
the different activities depending on precedence 
constraints to conclude and to begin, and also 
on renewable resource constraints. However, 
it is found that this scheduling problem only 
works properly for closed source projects with 
small number of activities because it is extremely 
NP-hard. To solve this problem and to make this 
scheduling applicable for both closed and open 
source projects we proposed a genetic algorithm 
with two-point crossover [11]. 

7.1. RCPSP Description

The main idea of Resource-constrained 
project-scheduling problem (RCPSP) is execut-
ing a number of activities by finding its starting 
and finishing times, and therefore reducing the 
project makespan. On the other hand, con-
straints sometimes limit activities. For example, 
precedence relations force the activities to wait 
until other ones are completed. Also, a set of 
previously defined resources used for processing 
activities is needed, where each resource has a 
fixed capacity for a specified time.

 In general what we need for RCPSP:
ff A set E = {(i, j) ∈ A2 / i precedes j} which represents 

the precedence relations between activities. 

ff A set R = {1,…, m} of resources.

Therefore, each activity depends of its prece-
dence relationship and its use of resources [11].

7.2. The Genetic Algorithm (GA)

The genetic algorithm selected in this paper 
to solve the RCPSP is considered as metaheuris-
tic. When there is no exact method to solve 
a problem, metaheuristic are used to solve it, 
giving an approximate solution in a reasonable 
amount of time. They are based on two different 
approaches:

ff Single solution approach

ff Approach depending on population: in this type 
more efficient individuals are produced or improved 
by the interactions of a population of individuals.

The genetic algorithm proposed in this paper 
is considered as a metaheuristic-based popula-
tion [11].

The best way to understand the way this 
genetic algorithm works is by following Figure 
9: General structure of the GA [11], which shows 
the GA general structure. First, a generation of 
population is created by a defined number of 
individuals to find the initial solution; the gener-
ated solution may or may not be the best solution 
for the problem. To produce the next generation, 
a number of techniques such as evaluation, selec-
tion, crossing, mutation, replacement are applied 
to the individuals in the population. For each 
iteration, and once the condition is accomplished 
the best solution is found and the whole work is 
done [11].

FIGURE 9. General structure of the GA [11]

FIGURE 4. Relation between Open-Source Parameters and Perfor-
mance Indicators

Third method is Risk Transfer, which also has sub 
options but only three of them, the first one regards risk 
sharing, it happens by taking approvals that are based on the 
conditions from Project Owners, Stakeholders, Contractor 
and Customers. Sharing risks regards proper communica-
tion with everyone involved, moving forward while ad-
dressing probable rising issues (risks) and also their impact. 
The second sub option, which is Management approval, is 
similar to the previous one (Sharing Risk), it is having risk 
ownership entirely by management, this may happen when 
a new product is being developed, for example a new version 
of an operating system, and as long as it has the approval of 
management the development process can go on without 
having to justify the need for a new version, or specify tight 
deadlines. The last sub-option is insurance via an insurance 
company, though one cannot really insure a software, so 
this option would be a rare one. Risk Transfer can be used 
as a way to avoid responsibility, it has to be done in special 
circumstances and pre-agreed conditions, in this case, han-
dling risk is not shared, but given to someone responsible, 
this option is usually used alongside other options.

The fourth and fifth methods in Loss Reduction are to 
find other Alternatives and to Change Goals, and are also 
shared with Risk Avoidance.

The fourth way to control a Risk is to actually avoid it! 
Choosing Alternatives include choosing new approaches, 
resources, tools, methods and technologies, and once those 
are chosen the risk itself will then be changed as other 
alternatives are being used. As for Changing Goals, in the 
context of this paper, one can also say changing constraints, 
since what will be lost depending on what the goal is, if the 
goal changes then the losses will be different, reduced or 
even erased, especially if those were unrealistic goals. This 
controlling procedure is the most effective, nevertheless it 
needs much negotiation with stakeholders, and managers are 
not always supportive of it. 

The last way to control risk is to Reduce Event Prob-
ability, this takes place by Influencing Risk Factors or by 
Observing the Risk Monitoring Metrics, if one knows that a 
developer is not very experienced, reducing the probability 
and even influencing it can be achieved by providing train-
ing to the developer.

Those controlling options explained by [21] were present-
ed as a guideline of options and not as a rigid solution; they 
also mention that it strongly depends on the judgment of 
those in charge of the project, hence the better the judg-
ment, the best performance.

RISKIT management was applied and studied in many 
other contexts such as in NASA, Nokia, DaimlerChrysler 
and Tenovis. In those contexts the framework application 
took between 5% - 20% of the overall project management 
workload [23], an introduction session was required, and was 
given as a hands-on workshop to the project’s team mem-
bers chosen to lead the project’s risk aspects. Though easily 
understood, ownership of risk Management has proven to be 
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FIGURE 5. Overview of RISKIT Process [21]

FIGURE 6. Example of the RISKIT Analysis Graph FIGURE 7. RISKIT Pareto Table

7.3. Reproduction of The GA with 
Two-Point Crossover (AG2P)

Genetic Algorithm is a technique used to 
teach systems applied in Genetic algorithm and 
can support a self-learning machine. It is a search 
algorithm based on the natural selection mecha-
nism and on genetics. It states an analogy be-
tween a set of problems to be solved and the set of 
individuals in a natural population.

The mechanism it uses consists in coding the 
solution information (population) into chromo-
somes, which are string of numbers (arrays). Then 
apply a crossover to these chromosomes (array 
elements) in order to create new chromosomes 
(new arrays), these new chromosomes are called 
children. Secondly, evaluate these children by 
using an evaluation function [11].

7.4. Description of The Algorithm

Before explaining the way it is used to solve 
the RCPSP problem, we first introduce how GA 
generally works. It generally consists of six main 
steps (taken from [12], [13]):

ff 1. Start step: a random population of n 
chromosomes is generated. These generated 
chromosomes are called parents, which 
present suitable solutions for the problem.

ff 2. Fitness step: evaluate fitness value for 
each chromosome x in the population, 
which means that a fitness function is 
generated for each parent in population.

ff 3. New population step: a new population is 
created by operating and repeating the following 
steps until the new population is complete:

ff a) Selection: select two parent chromosomes 
randomly from a population according to 
their fitness, where the better the fitness, 
the greater the chance to be selected.

ff b) Crossover: with a crossover probability, 
cross over the parents to form new children. 
If no crossover was performed, then the 
children are an exact copy of their parents.

ff c) Mutation: with a mutation probability mutate 
new children at each position in chromosome, 
this step is done by randomly selecting any 
gene from the new created chromosome and 
change its value from 0 to 1 and vice versa. 

ff 4. Replace step: place new children in a new 
population in order to use the new generated 
population for a further algorithm run.

ff 5. Test step: evaluate fitness value for the 
new created solutions (chromosomes), if 
they are satisfied, then stop, and return the 
best solution in the current population. 

ff 6. Loop step: if they are not satisfied, back to 
fitness step to evaluate the fitness for each new 
generated population and repeat steps 3, 4, and 5. 

Now moving to our RCPSP problem, the fol-
lowing modification is done (note that we repre-
sent the project activity or task by a chromosome) 
[11]: 

In the starting step, we select the parents by 
using permutation probability techniques, as we 

added two additional genes to the end of each 
selected parent. This intends to determine the 
method that is used to generate a scheduling 
starting from a given sequence of activities. The 
first gene is called s/p, which determines if the ac-
tivity (chromosome) is necessary to use the series 
or parallel algorithm. The second gene is called 
f/b, it determines the position of the project task.

To generate the initial population, we used a 
probabilistic progressive construction. Since in 
our case we need to respect the constraints of 
precedence, we select the next gene depending 
on them proportionally with the Latest Finish 
Time LFT priority rule: min{ti

LF}, where tiLF is 
the latest finish time of activity i from the eligible 
set. For both s/p and f/p, they have been randomly 
initialized.

Now in order to generate N chromosomes, 
we select two parents to do the crossover; apply 
the representation by permutation to produce 
children that inherit genes s/p and f/b of the first 
parent; and repeat this process N/2 times, where 
the crossover is done according to a probability 
PCrois. The parents that are not crossed go directly 
into the child population.

For the mutating step, each activity of the 
sequence chosen according to a probability PMut 
given randomly; selects a new position and the 
inserts it. In order to maintain compliance with 
precedence constraints, the new position should 
be between the last and the first predecessor of 
the successor activity. The last two genes, s/p and 
f/b, are reversed according to the same probabil-
ity PMut. 

The pseudo-code of this algorithm, GA2P, is as 
follow [11]:

ff Step 1: Initialize t = 0, Generate Initial Population 
(POP). Select the solution representation technique. 

ff Step 2: If t > 1 updates population, 
otherwise go to step 3.

ff Step 3: Crossover.

ff Step 3.1: Parent Selection for Crossover.

ff Step 3.2: Generate Child population (POP) such 
that Number of parent schedules = number of 
child schedules and Number of child schedules 
consists of equal number of sons and daughters. 

ff Step 4: Mutation.

ff Step 4.1: Set Mutation probability.

ff Step 4.2: Select Chromosome (Schedule).

ff Step 4.3: Perform swap mutation such 
that precedence is not violated.

ff Step 4.4: Generate mutated schedules.

ff Step 5: Selection of next Generation Population.

ff Step 6: Increment t.

ff Step 7: Check if termination criteria is achieved.

If yes end loop otherwise go to step 2.
A final remark about this proposed algorithm 

used to solve the Resource-constrained pro-
ject-scheduling problem (RCPSP) and reduce the 
total duration the project may take. It is conclud-
ed after a number of experiments and compar-
isons with other metaheuristic methods using 
benchmarks, that this algorithm produces better 
results as the number of the activities increases 
and in general this method performs well [11].
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8. Discussion
The paper focuses on the fact that Theory of 

Constraints is a tool that can enhance project 
management. It tackles one constraint at a time, 
takes it into consideration and how it will af-
fect the project process. The constraint factors 
include Time, Scope, Budget and Resources; play 
a massive role in the management decision. First, 
each factor affects the other. On the other hand 
the effect of Constrains is either constructive or 
de-constructive. If they are limiting decision mak-
ers from moving forward then they are de-con-
structive. If a manager tackles those constraints 
and works around them focusing on high quality 
delivery, constraints could then be effective tools. 

Since constraints introduce risks, and risks 
lead to cause harm or loss and affect the ability to 
achieve objectives. Risk Management is the next 
field Managers will ensure that proper perfor-
mance is taking place. Main risk factors: User, 
Team, Requirements, Complexity, Planning and 
control, Organizational Environment and Budget 
are the main aspects in which decision makers 
identify, Assess, Monitor and Control, to reduce 
the probability of risk occurrence, or provide a 
backup plan, action or even avoid the risk. 

Performance is usually measured by the way it 
meets the scope and other predefined constrains, 

since meeting constrains is the goal of a success-
ful software project. By defining each constrain 
a new risk has been introduced. A model has ex-
plained how those three factors affect each other.

Since the focus of this paper is project man-
agement in the field of software development, 
Open source and Closed Source software are 
compared as to hoe they are licensed and the fact 
that efficiency and effectiveness do not apply in 
the same way for both cases. Efficiency and effec-
tiveness are the two main factor in which perfor-
mance is measured for meeting constraints.

A survey was then conducted to study each 
constraint and risk factor’s relevancy on perfor-
mance. In both open source and closed source 
software development, the effect of each factor 
did vary, as the two types have different environ-
ments for development.

To take a step forward, two approaches were 
summarized as tools in Risk Management and in 
Constraint Management. These are good examples 
of what is being discussed and proposed in the 
literature.

9. Conclusion
In this paper three main factors of Project 

Management were explored, which are Con-
straints, Risk Management, and Performance. The 

FIGURE 8. Options for risk management decision making

relation between these three aspects is high-
lighted leading to a new model that has been 
studied in two extents: Open and Closed Source 
Software Projects development. 

This paper is an attempt to provide informa-
tion and perspectives that could help Software 
Development project managers to achieve the 
best possible result considering both Risks 
and Constrains, constantly monitoring them 
and eventually delivering effectively and with 
efficiency.
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