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r   A B S T R A C T 

Developing new products is critical to firms’ success and is the key for sustain-

ing competitive advantage. Firms engaging in product development (PD) face 

the important problem of allocating scarce development resources to a multi-

tude of opportunities. In this paper, we propose a mathematical formulation to 

optimize product development (PD) investment decisions. The model maximizes 

the performance of a product under development based on its product architec-

ture and the firm’s resource constraints. The analysis of the model shows that 

the architecture of a product plays an essential role in affecting the optimal 

resource allocation to various product modules.

SIMULATION AND OPTIMIZATION Techniques Development
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INVESTMENT 
DECISIONS IN 
MODULAR PRODUCT 
DEVELOPMENT

integral-modular dynamics in product 
architecture as envisioned in Figure 1. The 
figure shows that PD investments can be 
placed on individual modules and/or on 
developing design rules that govern the 
relationships between these modules. 
Two hypotheses can be derived from this 
figure. First, the product architecture 
affects resource allocation decisions and 
ultimately product performance. Second, 
for the same product architecture, there 
is a shift in the temporal allocation of 
resources from design rules to individual 
modules; thus, supporting the move from 
integral to modular architectures as the 
product evolves. In this paper, we are set 
to address the first hypothesis. 

Substantial empirical work supports 
the notion of a product architecture evo-
lution from integral to modular product 
architectures (Fixson and Park, 2008; 
Schilling, 2000). The double helix model 
(Fine, 1998) illustrates how product (or 
industry) structure evolves from integral 
(or vertical) to modular (horizontal). Fine 
(1998) explains that starting with an in-
dustry exhibiting a vertical structure and 
integrated product architecture, a number 
of forces push toward the disintegration 
of the product architecture into a more 
modular one. On the other hand, with a 
modular architecture, numerous other 
forces push toward the integration of 
product architecture and industry struc-
ture. Similarly, Christensen et al. (2002) 
explain how integral and modular product 
architectures change over time when the 
performance of sustaining and disruptive 
technologies is considered.

Ethiraj (2007) argues and empirical-
ly demonstrates that the interactions 
between components in a product system 
condition the R&D investment incentives 
of firms. Along similar lines, Ethiraj and 
Posen (2013) iterated the same message 
that R&D effort and performance returns 
that accrue to that effort depend on the 
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1. Introduction
Many believe that in developing 

complex products, we can indi-
vidually design or improve each 
module’s performance separately, 
but this may affect the behavior or 
performance of other dependent 
modules. This is due to a known 
or unknown common function, 
feature, or interaction in the prod-
uct which is implemented by more 
than one module or component. 
As opposed to perfect modularity, 
integral systems involve a strong 
dependency between individual 
modules where changes made to 
any component (to improve its 
performance) may deteriorate or 

improve the performance of oth-
ers. Consequently, in an integral 
architecture an optimal perfor-
mance for each individual module 
or component may not necessarily 
lead to a global optimal perfor-
mance for the whole product or 
system due to the complex interac-
tions between the various modules 
(Mihm et al., 2003). 

Although modular systems 
have many time and cost benefits 
(e.g., parallel module development 
which saves development time and 
module commonality across multi-
ple product lines which saves devel-
opment cost), a perfectly modular 
design may not always be achiev-
able due to business and technical 
constraints (Ulrich, 1995; Holtta et 
al., 2005). Cutherell (1996) argues 
that integral architecture is often 

driven by product performance or 
cost and modular architecture by 
variety, product change, engi-
neering standards, and service 
requirements. Along similar 
lines, Whitney (2004) argues that 
modularity is not always a desira-
ble property; a modular product is 
likely to be larger, heavier, and less 
energy efficient. 

This paper aims to develop a 
model of resource allocation in PD 
to maximize product performance 
(by investing in modules and in 
design rules) where the topology 
of the product architecture will be 
taken into account. Our inten-
tion is to build a foundation for 
a formal theory that can link PD 
product development investment 
decisions to product architecture 
and to ultimately explain the 
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FIGURE 1. Investment decisions and 
its relationship to integral-modular 
dynamics

dependencies between components of a complex product and the changes 
in these dependencies over time. 

At the surface, this paper proposes a useful resource allocation mod-
el for PD projects. However, the importance of the model stems from its 
capability to serve as a basis for developing analytical models that capture 
many of the qualitative observations in the literature such as comparing 
investment profiles for modular and integrated architectural configura-
tions; in addition to a comparison between investment profiles based on 
module connectivity. More importantly, the model can shed light on several 
insights regarding the behavior of modular and integrated systems. For 
instance, we may be able to explain why and under what conditions inte-
grated systems can attain higher performance levels during development 
compared to modular systems.

2. The General Model
In this section we present a mathematical programing formulation for 

the optimal investment decisions in PD. The overall product (or system) 
performance can be described as the total performance of the individu-
al modules. Performance is defined as a measure of the product’s fidelity 
with respect to its requirements (Joglekar et al., 2001). (Two examples of 
fidelity can be the speed of a microprocessor and the number of bugs elimi-
nated from a new software release.) Furthermore, the performance of each 
individual module is dependent on the amount of resources invested in that 
particular module. However, the interdependencies among the different 
modules require that any investment made in one particular module to be 
accompanied by additional investments in dependent modules in order to 
ensure their compatibility with each other. We therefore consider that the 
interdependency can be reduced by investing in the design rules (defining 
the connections or relationships between these modules); thus, reducing the 
level of interdependency among the modules. Hence, the problem is stated 
as finding the optimal investment amounts that should be made in each of 
the individual modules and in the design rules in order to maximize the 
overall product performance. The following decision variables are then 
used to model the problem:  is the amount invested in module i, and  

1 2 3 4 5 6
1 M
2 M
3 H L
4 -L
5 -H M -M
6 -M
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is the amount invested in the design rules for the connection 
between module i and module j. The overall system perfor-
mance PT is then expressed as the sum of the performance of 
the M individual modules such that:

 

where Pi is the performance of module i that is an increas-
ing function of the total investment in module i. That is, the 
more budget spent working on a module, the higher the level 
of performance that can be achieved. Furthermore, since in 
an integrated system modules impact each other, we assume 
that investing in a module also affects (i.e. either improves or 
deteriorates) the performance of other dependent modules. 
However, the performance, Pi, cannot be negative because 
we can always choose to keep the current design of module i 
and only incur a compatibility cost as discussed next. Hence, 
the performance of each module is an increasing function 
of investments in the module itself and in other dependent 
modules; thus, performance of module i, Pi(α), is a function 
of α which is the investment vector (αi , ... , αM) in all modules. 

In addition to the amount invested to improve the 
performance, additional investments are required to insure 
compatibility among the modules (Smith and Eppinger, 1997; 
Yassine et al., 2003). The investment that is due to com-
patibility, lij , is a function Lij (αi ,θij ) that is increasing in αi 
and decreasing in θij. Thus, for two dependent modules (say 
module j depends on i), investing αi in a module i necessitates 
an additional investment in module j that is proportional to 
αi. Furthermore, the additional investment Lij (αi ,θij ) can be 
reduced by investing θij in the design rules between modules 
i and j. Finally, a maximum investment budget B is consid-
ered to be available throughout the development process. 
Therefore, the investment decision problem is:

max P α

   

 

  

The auxiliary variable lij denotes the necessary investment 
needed by module i to insure compatibility with module j 
after αj is invested in module j. Functional forms for Pi(α) and 
Lij (αj ,θij ) are discussed in the following section and a stylized 
model that is used for testing is presented next.

2.1 The Stylized Model

In this section, we consider functional forms for Pi(α) 
and Lij (αj ,θij ) and present a stylized model based on (2)–(5). 
Particularly, the performance function Pi(α) of each module 
i follows a production function that is increasing in terms of 
the resource αj (Joglekar et al., 2001). The slope of the pro-
duction function is also a function of the resources αj that are 
invested in other modules. Pi(α) is then of the following form: 

0, . 6  

The module performance is zero when we have zero 
investment in the module and Ci is a measure of complexity 
for module i. Ci is hence a proxy for the design complexity (or 
module size as in Baldwin and Clark (2000)) of each of the 
modules where a simple module (i.e. small Ci value) will have 
a small impact on the overall system performance while a 
complex module (i.e. large Ci value) has a higher impact. It is 

assumed that each module has its specific Ci which is known 
in advance. 

The factor fij represents the strength of dependency 
among modules i and j, where -1 ≤ fij ≤ 1. We assume a sym-
metrical reciprocal dependency structure; that is, fij = fji. We 
note that if fij = 0 then module i is independent from mod-
ule j and hence investments in modules j (j ≠ i) will have no 
impact on module i. In the cases where fij > 0, investments in 
modules j increase the slope of the performance function of 
module i thus increasing the performance of i. Finally, when 
fij < 0, investments in module j decrease the slope of the per-
formance function of module i. Note that in order to capture 
the synergistic effect of integrality between modules i and j, 
concurrent investment must be made in the modules. Thus, 
the term Cj fij αj is multiplied by αi in Equation (6). 

In order to ensure compatibility after upgrades among 
the interconnected modules, an investment in one module 
requires additional investments in the other dependent mod-
ules (that is, directly connected to it). Therefore, the develop-
ment manager can elect to invest in the design rules in order 
to reduce or even eliminate the dependencies among the 
modules (Baldwin and Clark, 2000). Investing in the design 
rules reduces the amount that needs to be spent on depend-
ent modules. For instance in practice, an investment may be 
made in the connections between the modules in order to 
make them more generic. The compatibility among the in-
terconnected modules is modeled as follows. An investment 
αi in module i requires an equivalent investment Lij (αj ,θij ) 
to be made in each module j to insure j’s compatibility (with 
changes in i). A decreasing function Lij (αi ,θij ) of the following 
form is considered:

7  

where θij is the amount invested in the design rules for the 
connection between modules i and j, and kij ≥ 0, reflects a 
design knowledge parameter that alters the sensitivity of the 
function Lij (αi ,θij ) depending on the designer’s prior knowl-
edge about the connection between modules i and j. Note 
that the compatibility cost is incurred regardless of the sign 
of fij; thus, the absolute value used in equation (7).

Following equation (7), an investment αi in mod-
ule i, requires an additional proportional investment 

 in module j to ensure compatibility of 
module j with the updated module i. We note the scaling 
factor  is included to account for the fact that the invest-
ment in each module should be proportional to its complex-
ity. Therefore, the total investment in module i includes the 
amount αi for updating module i in addition to an amount 

  for every αj invested in the other modules 

(impacting module i) to ensure the compatibility of the sys-
tem. The investment decision problem is then formulated as 
follows:

0,    8  

     

  

 

The objective function (8) maximizes the total weighted 
performance of all the modules. Note that the objective func-
tion is a convex function. However, since we are maximizing, 
then the problem is a non-convex optimization problem. 
Constraint (9) is a budget constraint which limits the total 
investments in the individual modules, the total investment 
in the design rules, in addition to the investment that is 
required to ensure compatibility to a maximum budget B. 
(Constraint (9) is neither convex nor concave.) Constraint 
(10) insures the compatibility of the system by forcing an 
investment module i following an investment in module j. It 
is worth noting that since the objective function is increasing 
in α and all the coefficients of α in the budget constraint are 
non-negative, it can be easily verified that the budget con-
straint is binding at optimality. 

2.2 An Illustrative Example

In order to demonstrate the methodology presented in 
Section 2.1, we introduce and solve an illustrative example 
consisting of six interdependent modules.  The architectural 
configuration of this system is represented by the DSM in 
Figure 2. Solving this example, we get an investment of 0.396 
in module 4 and 0.396 in module 5. Investment in all other 
modules is zero. 

3. Sensitivity Analysis &
Discussion

We start the sensitivity analyses by considering a base 
example that has a purely modular architecture (as shown 
in example 1 in Figure 3a). Then, we progressively add more 
connections between the modules to systematically decrease 
modularity. A sample of potential examples that could result 
from this experimental setup is shown in Figure 3. In this 
experimental setup, we are trying to make the base example 
(example 1) more integral by simultaneously increasing cou-
pling and connectivity between modules. This process results 
in examples 2 through 6, as shown in Figure 3. These exam-

 

 
 

 

(a) DSM (i.e. matrix) 
representation of the 

system 

(b) f ij values (L = 0.2; M = 0.5; H = 0.7) (c) c i values (along the diagonal) and 
kij values (off diagonal elements) (L = 

10; M = 25; H = 50) 

1 2 3 4 5 6
1 M
2 M
3 H L
4 -L
5 -H M -M
6 -M

1 2 3 4 5 6
1 100 M
2 M 100
3 M 100 M
4 M 100
5 M M 100 M
6 M 100

 1  2

 4  3

 5  6

FIGURE 2. 
Six module 
example
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ples can be used to carry statistical 
analysis on the relationship between 
investment decisions (i.e., in various 
modules) and product architecture. 

In the base example (Figure 3a), all 
the modules are identical so the budget 
is divided equally on all the modules 
(0.1667/module). Then, in example 2 
(in Figure 3b), we set all fij to 0.5 and 
change f12 between -1 and 1. We get 
the results shown in Figure 4. The fig-
ure shows that, if all things are equal, 
investment will be allocated to depend-

ent modules (i.e., modules 2, 4 and 6 in 
this example). However, as one of the 
dependencies becomes high enough, 
the dependency benefit (in terms of 
overall system performance) justifies 
spending the compatibility cost and in-
vestment is made in the pair of depend-
ent modules (i.e., modules 1 and 2) and 
ignoring the other modules.  

Similar analysis must be carried 
out in order to develop an understand-
ing of two important questions: (a) do 
modules attract investment based on 

their connectedness to the rest of the 
system and how? And (b) do certain 
architectural properties of the system 
impose specific investment profiles and 
how?

In another experiment on the 
examples of Figure 3, we increased the 
budget between 1 and 25 and plotted 
the performance for examples 1, 2, 5, 6. 
Examples 1 and 2 have high modularity 
while 5 and 6 are low modularity. We 
observed that for low modularity the 
performance increased much faster 

 1 2 3 4 5 6   1 2 3 4 5 6   1 2 3 4 5 6 

1        1        1  M     
2        2 M       2 M      
3        3        3       
4        4   M     4       
5        5        5       
6        6     M   6     M  

(a) Example 1 
 

(b) Example 2 
 

(c) Example 3 

                       
 1 2 3 4 5 6   1 2 3 4 5 6   1 2 3 4 5 6 

1  M      1  M      1  M     
2 M       2 M       2 M      
3        3  M      3 M M     
4        4  M      4 M M    M 

5      M  5        5   M M  M 

6     M   6    M M   6     M  

(d) Example 4 
 

(e) Example 5 
 

(f) Example 6 
 

FIGURE 3. Progressively more integral architectures 
with increased coupling

FIGURE 4. Investment profiles for example 2 as we vary 
f12 between -1 and 1

FIGURE 5. Performance vs. budget in simple and integrated systems FIGURE 6. Investment profiles for modules and design rules
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than for high modularity as depicted in Figure 5. We also 
compared the investment profiles for example 2 (which is 
high modularity) to example 4 (which is low modularity) and 
the results are shown in Figure 6.

Figure 6 shows the difference in investment profiles, for 
a modular versus more integrated systems, between direct 
investments in module development versus investment 
in design rules. The figure shows that higher amounts are 
invested in design rules in integrated systems compared to 
simple systems. This means that, in integrated systems, it 
is optimal to initially invest more in design rules, which is 
consistent with the literature (e.g., Baldwin and Clark 2000).

4. Conclusion
Senior managers, R&D managers, and project managers 

are sometimes forced to make resource allocation decisions 
based primarily on intuition or heuristic rules; however, 
the model in this paper and the resultant insights provide a 
framework to follow when resource allocation decisions in 
product development are required. This paper provides man-
agers with a tool to allocate scarce development resources 
optimally by introducing a mathematical model which 

maximizes total product performance based on the product 
architecture. Such allocations can target either the modules 
themselves or the design rules that dictate the dependency 
strength amongst these modules.  

Managerial guidelines that inform product development 
management can result from the analysis of such a model. 
These guidelines shed some light on the evolution of product 
architecture within the integral- modular spectrum and as-
sist in explaining some of the intrinsic properties of modular 
and integral systems. Most importantly, the model shows 
that development managers must understand the architec-
ture of the product when making resource allocation deci-
sions. Specifically, when we compare the performance of the 
simple and the integrated systems, we observe that integrat-
ed systems tend to have higher performance.  Furthermore, 
in integrated systems we tend to have higher investments in 
the links (i.e. design rules).

In future work, our model can benefit from real world de-
sign network structures to validate the resultant investment 
profiles. One approach is to use DSM networks that have 
been analyzed in the literature (e.g., Eppinger and Browning, 
2012). Also, by using one of the ‘modularity’ indices in the 
literature, one can then compare the performance of various 
DSM structures that exhibit different levels of modularity.


