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r   A B S T R A C T 

This paper provides a clustering technique (CT) for Design-Structure-Matrices (DSMs) 

that explore the entire solution space of cluster configurations (CCs) for a given system. 

Therefore the paper gives an overview of established CTs for exclusive clusters as basis 

for the development of an alternative CT that generates all possible CCs. These config-

urations are assessed against a set of performance metrics, which are selected by the 

decision makers to determine the quality of the cluster. Through a representation of the 

CCs in a portfolio according to the values of the performance metrics, decision makers 

are provided with a ranking of CCs as s support for their decision. Thereby, it is observed 

that established CTs do not capture the entire solution space of CCs and therefore miss 

comparable configurations. As a result, decision makers are not necessarily equipped 

with ideal CCs by established CTs.

CLUSTERING Techniques Development

BLOCK 1
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CLUSTERING 
TECHNIQUE
FOR DSMs

for representing and analyzing complex 
systems (Browning, 2001). Clustering 
and sequencing are essential tech-
niques that are applied for the analysis 
of certain types of DSMs, which can be 
divided into static- and time-based rep-
resentatives (Browning, 2001). Thereby, 
clustering is “finding subsets of DSM 
elements (i.e. clusters or modules – 
sometimes also termed chunks) that 
are mutually exclusive or minimally 
interacting” (Sharman & Yassine, 2004) 
and therefore focus on static DSMs. 
Literature provides numerous tech-
niques for clustering that optimize an 
initial DSM by reordering the rows and 
columns to achieve a blocked matrix 
(Pimmler & Eppinger, 1994). This paper 
focuses on the development of a CT for 
DSMs, which considers the challenges 
that the authors of this paper observed, 
while performing clustering in both 
industrial case studies at manufactur-
ing firms as well as in case studies for 
educational purposes. The observations 
on established CTs are described in 
detail in the following and therefore 
draw the research agenda for the paper 
at hand. Commercial and research 
tools for DSMs featuring CTs most-
ly present a singular CC to decision 
makers for a given system represented 
in a DSM. This specific configuration is 
considered ideal according the objec-
tive function of the underlying optimi-
zation algorithm of the CT. However, a 
subsequent manual clustering often-
times reveals comparable or even bet-
ter CCs for a given system, which can 
have two reasons. One reason is that 
certain CTs miss configurations within 
the solution space due to the path 
dependency of algorithms reported by 
Sharman & Yassine (2004) or the fact 
that these techniques do not scan the 
entire solution space for CCs. Figure 
1 illustrates the path dependency that 
is obvious for perfectly equal clusters, 
“where it is purely a matter of chance 

how any clustering algorithm would 
present an answer” to this problem 
(Sharman & Yassine, 2004).

Another reason for the identifi-
cation of comparable or even better 
CCs for a given system is that deci-
sion makers consider further impli-
cations of the system (i.e. constraints) 
for the manual clustering. These 
implications influence the decision 
on clusters significantly through 
a reduction of the solution space 
without being explicitly mentioned 
in the given DSM (Figure 1). As a result, 
decision makers favor configurations 
that may not ideally fulfil the objective 
function of the CT, but better achieve 
the overall objectives of the system. 
Doubtless, this is rather no shortcom-
ing of CT than a matter of modeling a 
system for a certain purpose. However, 
this is a major challenge of decision 
makers that may not have the overview 
of multitude of effects on the system as 
well as the ability to capture all effects 
in a DSM. The latter refers to optimize 
multiple domains, which focuses on 
a global optimum rather than local 
optima (Yassine, 2010). Another ob-
servation especially in industrial case 
studies is that clustering is more about 
finding the best compromise without 
having an overlook of all effects on 
the system. Providing decision makers 
with a singular CC that best fulfils a 
generic objective function of a CT is 
not supporting the required decision 
support. Making more CCs availa-
ble to the decision makers ensures a 
more comprehensive consideration of 
the solution space and equip decision 
makers with more transparency on 
alternative CCs that better achieve the 
overall objective of the system. There-
by, implications on the system can be 
considered even though they are not 
explicitly mentioned or modelled in the 
given DSM. As a result, the objective 
of the paper is to develop a CT which 

explores the entire solution space for 
CCs. Furthermore, this paper aspires 
a CT that provides multiple CCs with 
comparable cluster quality.

2. Research Methodology
This paper presents a CT that 

explores the entire solution space of 
CCs. Therefore, this paper provides 
an initial literature review on CTs and 
an overview on performance metrics 
for applied objective functions of CTs 
(section 3). The review covers confer-
ence publications of the DSM confer-
ence and international journals that 
are related to clustering in DSMs. The 
inclusion of approaches for the review 
in section 3 depends on the presence 
of the appliance of a certain CT in a 
DSM. With a content analysis of the 
derived publications, section 3 provides 
a classification of CTs, which are the 
basis for the development of the CT 
(4) as key contribution of the paper at 
hand. In order to evaluate the internal 
validity and operability of the CT, sec-
tion 5 provides an academic case study. 
The case study features a system with 
five elements to accent the comprehen-
sion of the solution space exploration 
of CCs (Appendix) in favor for a system 
that is as close as possible to an indus-
trial appliance.
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Solving complex problems is common practice for system engineers, which 
counter this challenge by decomposing and integrating the object of investi-
gation – complex systems (Pimmler & Eppinger, 1994). Products, processes or 
organizations are vital examples of these systems in industry (Browning, 2001). 
The decomposition or integration of technical products for instance applies at a 
system-to-component-level or a product-to-system-level (Pimmler & Eppinger, 
1994), depending on the level of concretion required by the system engineer. The 
DSM supports the process of decomposition and integration as established tool 

FIGURE 1. Solution space for CCs (Deb, 2001)
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3. Clustering Techniques and 
Performance Metrics for Clusters

This paragraph summarizes relevant CTs and perfor-
mance metrics for the assessment of the quality of clusters. 
There are two major classes of CTs according to the affil-
iation of objects to several clusters (non-exclusive) or one 
singular cluster (exclusive). The latter is focused by the paper 
at hand. This class is divided into two groups (extrinsic and 
intrinsic) that differ in terms of labeling objects before the 
clustering. Within the intrinsic CTs, there are two repre-
sentatives; hierarchical that generate a sequence of nested 
partitions and partitional, which generate single partitions 
(Jain & Dubes, 1988). As CTs for DSMs do not require for a 
labeling of objects before the clustering, intrinsic techniques 
including hierarchical and partitional ones are considered 
by the paper at hand. Moreover, the techniques are limited 
to the ones using raw data (Everitt, Landau, Leese, & Stahl, 
2011). This leaves the Centroid-, Median-, and Ward’s meth-
od as hierarchical as well as k-means as partitional tech-
nique (Jain & Dubes, 1988) (Lance & Williams, 1967). The 
procedure of these methods are described in the following: 

Hierarchical techniques first compute the proximity ma-
trix containing the distance between each pair of patterns, 

where each pattern is treated as a cluster (1). The second 
step (2) is to find the most similar pair of clusters using the 
proximity matrix. These are merged from two clusters into 
one cluster. This is performed as long as all clusters are in 
one cluster (3). Thereby, the different techniques; Centroid-, 
Median- and Ward’s method differ in terms of the measure 
for the distance (2). The Centroid distance calculates the 
squared euclidian between mean vectors (centroids), while 
the Median distance considers weighted centroids (Everitt et 
al., 2011). Ward’s method defines the distance as “Increase 
in sum of squares within clusters, after fusion, summed over 
all variables” (Everitt et al., 2011). 

The procedure of partitional techniques is described 
according to Jain et al. (1999) as: “(1) Choose k cluster centers 
to coincide with k randomly-chosen patterns or k randomly 
defined points inside the hypervolume containing the pat-
tern set. (2) Assign each pattern to the closest cluster center. 
(3) Recompute the cluster centers using the current cluster 
memberships. (4) If a convergence criterion is not met, go 
to (2). Typical convergence criteria are: no (or minimal) 
reassignment of patterns to new cluster centers, or minimal 
decrease in squared error“. 

All presented techniques have in common that they gen-
erate a cluster centroid, to which objects are allocated. The 
resulting clusters depend on the given DSM, which means 
the results differ depending on the format of the given DSM. 
As a result, the techniques use different objective functions 
to assess the quality of the clusters. Table 1 gives an overview 
of metrics that are provided by literature. Furthermore, 
it provides a description on the objective of the different 
performance metrics. The list does not claim to be complete, 
however it indicates the diversity of metrics.

4. Clustering Technique for 
Exclusive Clusters

The CT consists of a sequence of four steps that cover the 
generation of the solution space of CCs (CT.1), the acqui-
sition of information on relations between elements of the 
given system (CT.2), the selection of performance metrics 
for the CCs (CT.3), and an export of a set of ideal CCs 
(CT.4). Thereby, the technique focuses on exclusive clusters 
(non-overlapping), while aspiring an extension for non-ex-
clusive clusters in future work. The first step (CT.1) of the 
CT focuses on generating the entire solution space for CCs. 
Thereby, the CCs of a given system are calculated analytical-
ly by the Stirling number of the second kind (S), where n is 
the number of elements within the system and k is the size 
of the cluster (number of elements in the cluster) (Bronstein, 
Semendjajew, Musiol, & Mühlig, 1999). This gives the num-
ber of CCs (S) for a specific size of the cluster (k):

1
k!

k
i  

In order to achieve the total number of CCs (M) – rep-
resenting the entire solution space – the Stirling number of 
the second kind (S) is calculated for each size of clusters (M), 
according to the following formula:

 

The deduction of the solution space of CCs is performed 
by a numerical calculation in MATLAB. This step (CT.1) is 
performed without information on the given system and just 
requires the number of elements of the system as input pa-
rameter. As a result, this step can be considered as pre-pro-
cessing of the CT. 

The next step (CT.2) focuses on the acquisition of in-
formation on the relations between elements of the given 
system. Therefore, the relations are recorded in template for 
a DSM that is supported by a form in the conducted MAT-
LAB program. 

Based on the numerous objective functions provided by 
literature, the third step (CT.3) provides decision makers 
with an overview of performance metrics for the assessment 
of the quality of the clusters. Table 1 summarizes the metrics 
that are offered to decision makers through a form in the 
MATLAB program. 

The last step (CT.4) of the CT merges the information 
provided by the previous steps, so that the information on 
the given system (CT.2) is entered to the generated CCs 
(CT.1). These configurations are then assessed against the 
selected performance metrics (CT.3). Based on this results, 
the MATLAB program displays the CCs in a portfolio using 
their values for the selected performance metrics. Further-
more, MATLAB provides the blocked DSMs of the top CCs 
to decision makers.

5. Academic Case Study
The CT presented in section 

4 is applied to an academic case 
study to prove the internal va-
lidity and operability. The case 
study features a system with five 
elements that are interrelated 
according to the given system 
(Figure 2). Thereby, elements 
are linked bi-directionally. E2 
influences E1, E1 influences E5, 
E5 influences E4 and E4 influ-

ences E3 and vice versa. As a result, Figure 2 illustrates the 
outcome of step CT.2.

Based on the number of elements MATALB is generat-
ing the entire solution space for CCs using the presented 
formulas (section 4) with n = 5 number of elements within 
the system (Figure 2). Table 2 illustrates the total number of 
CCs for the different sizes of clusters k. The appendix gives 
an overview of the 52 CCs for the given system (CT.1). 

k = 0 k = 1 k = 2 k = 3 k = 4 k = 5 ∑

n = 5 0 1 15 25 10 1 52

TABLE 2. Number of CCs

The 52 CCs are evaluated against a set of performance 
metrics for clusters (Table 1) that are selected by the deci-
sion maker using the corresponding template in MATLAB 
(CT.3). For the case study two different performance metrics 
are selected. The metric M.1 focuses on the assessment of 
the quality of clusters through the relations within the clus-
ter as well as the relations of the cluster to other elements 
of the system. The other metric M.2 derives the number of 
relations of the system, which are captured by the cluster 
as an indicator of the quality of the clusters from a system 
perspective. Based on this results, the last step (CT.4) fea-
tures the illustration of the CCs according to their values for 
the performance metrics M.1 and M.2 in a portfolio (Figure 
3). Thereby, CCs with a high cluster quality are located in 
the bottom-left area close the origin of the co-ordinates. 
Configurations with a low cluster quality are positioned in 
the top-right area of the portfolio. CCs on the parabolic line 
have the same cluster quality according to the two perfor-
mance metrics.

As some CCs have the same quality according to the 
performance metrics M.1 and M.2, Figure 3 just illustrate 
one representative for each configuration (diamond-shaped 
data points). For instance CC 2.1 is a representative for CC 
2.5 and CC 2.7. Furthermore, triangle-shaped data points in-

Table 1. Performance metrics for the assessment of clusters

No. Objective of performance metric Reference

M.1 Minimize the proportion of outer 
relations of the cluster; maximize 
the proportion of inner relations of 
the cluster 

Adopted from 
(Lindemann, 
Maurer, & 
Braun, 2009)

M.2 Maximize the proportion of rela-
tions used in the cluster

Adopted from 
(Newman, 2003) 
and (Kreimeyer, 
2009)

M.3 Minimize the squared euclidian 
distance between mean vectors 
(Centroid)  

(Everitt et al., 
2011)

M.4 Minimize the squared euclidian dis-
tance between weighted centroids 
(Median)

(Everitt et al., 
2011).

M.5 Increase the sum of squares within 
clusters, after fusion, summed over 
all variables (Ward)

(Everitt et al., 
2011)

M.6 Minimize the sum of discrepancies 
between a point and its centroid

(Berkhin, 2006)

M.7 Minimize the sum of internal and 
external relations of clusters

(Yassine, 2010)  

E1 E2 E3 E4 E5

E1 x 1 1

E2 1 x

E3 x 1

E4 1 x 1

E5 1 1 x

FIGURE 2. DSM and flow chart  
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dicate that these CCs are derived by the other CTs presented 
in section 3. For example CC 2.3 is identified by the k-means 
method and is represented by CC 2.10 in the portfolio. Table 
3 gives an overview of the representative CCs that are not 
explicitly illustrated in Figure 3. 

According to the values of the CCs for the performance 
metrics M.1 and M.2 the established CTs are able to find 
sound configurations for different sizes of clusters. Hence, 
they are not able to find all CCs which provide good values 
for the performance metrics (e.g. CC 3.17 or 2.1). As a result, 
the exploration of the entire solution space reveal further 
CCs that are not captured by established techniques. This 
provides decision makers with more alternatives including 
a configuration that may better achieve the objectives of the 
system. Thereby, decision makers may consider implications 
on the system even though they are not explicitly mentioned 
in the given DSM.

Besides the mentioned advantages of the conducted CT, 
there are some limitations. This paper focuses on exclusive 
clusters, which is not covering overlapping CCs. Those need 
to be considered in a subsequent version of the MATLAB 
program, as overlapping clusters better capture the challeng-
es of industrial appliances. With an extension to non-ex-
clusive clusters the already high number of configurations 
increases significantly, which requires for corresponding 
techniques to pre-assess the resulting CCs to limit the solu-
tion space to promising configurations. Furthermore, the 
assessment of CCs strongly depends on the selected perfor-
mance metrics. Addressing this limitation is partly con-
sidered by the MATLAB program through giving decision 
makers a choice upon the performance metrics. Moreover, 
the MATLAB program paves the way for a multi-criteria 

CC 2.1 CC 2.5 and CC 2.7

CC 2.2 CC 2.4, CC 2.6, and CC 2.9

CC 2.10 CC 2.3

CC 2.11 CC 2.14 and CC 2.15

CC 2.12 CC 2.13

CC 3.1 CC 3.3, CC 3.4, CC 3.9, CC 3.10, and CC 3.12

CC 3.2 CC 3.5, CC 3.8, CC 3.11, CC 3.14, and CC 3.15

CC 3.6 CC 3.7 and CC 3.13

CC 3.16 CC 3.18; CC 3.20; CC 3.22; CC 3.23; CC 3.25

CC 3.17 CC 3.17, CC 3.21, and CC 3.24

CC 4.1 CC 4.4, CC 4.8, and CC 4.10

CC 4.2 CC 4.3, CC 4.5, CC 4.6, CC 4.7, and CC 4.9

CC 2.1 CC 2.5 and CC 2.7

TABLE 3. Representative CCs 

evaluation of CCs as the relevant per-
formance metrics are already in place. 
However, there is still significant room 
to improve the support of decision 
makers at finding ideal performance 
metrics for their specific applications.

6. Summary and Outlook
This paper presents a CT that 

searches the entire solution space of 
CCs as established techniques miss 
comparable good configurations. This 
challenges decision makers that may 
not be able to capture all implications 
of the system in a DSM. The conducted 
CT provides several CCs to decision 
makers. This allows the consideration 
of implications through the selection of 
a certain configuration. The implemen-
tation of the CT in MATLAB allows 
the selection of different performance 
metrics for the assessment of the clus-
ter quality. A first step of future work is 
to extend the CT to non-exclusive clus-
ters. As the solution space for non-ex-
clusive clusters provides even more 
CCs a further step is the development 
of a pre-assessment of clusters in terms 
of their quality using performance 
metrics (table 1). This procedure of 
iterative assessment allows to limit the 
solution space to promising CCs and 
therefore reduces the required capacity 
for the assessment and export of ideal 
CCs. The pre-assessment combined 
with the advancement of the MATLAB 
program allows the validation of the 
CT at an industrial application with 
a larger systems. Furthermore, this 
advancement of the MATLAB program 
facilitates an empirical analysis on the 
correlation of performance metrics to 
case study specific problems to identify 
whether certain performance metrics 
better predict the performance of a 
specific problem in an industrial appli-
cation than others.

The following matrices (DSMs) illustrates the entire solution space of CCs for the system of an academic case 
study (section 5). The index in the top-left cell of the DSMs defines the CC through the size of the cluster (first 
number of the index) and the sequential number of CCs with a specific cluster size (second number of the 
index).

CC1.1 E1 E2 E3 E4 E5

E1 x 1 1

E2 1 x 0 0

E3 0 x 1

E4 1 x 1

E5 1 0 1 x

CC2.1 E1 E2 E3 E4 E5

E1 x 1 1

E2 1 x

E3 x 1

E4 1 x 1

E5 1 1 x

CC2.2 E1 E2 E4 E3 E5

E1 x 1 1

E2 1 x

E4 x 1 1

E3 1 x

E5 1 1 x

CC2.3 E1 E2 E5 E4 E3

E1 x 1 1

E2 1 x

E5 1 x 1

E4 1 x 1

E3 1 x

CC2.4 E1 E4 E3 E2 E5

E1 x 1 1

E4 x 1 1

E3 1 x

E2 1 x

E5 1 1 x

CC2.5 E1 E4 E5 E2 E3

E1 x 1 1

E4 x 1 1

E5 1 1 x

E2 1 x

E3 1 x

CC2.6 E1 E5 E3 E4 E2

E1 x 1 1

E5 1 x 1

E3 x 1

E4 1 1 x

E2 1 x

CC2.7 E4 E2 E3 E1 E5

E4 x 1 1

E2 x 1

E3 1 x

E1 1 x 1

E5 1 1 x

CC2.8 E5 E2 E3 E4 E1

E5 x 1 1

E2 x 1

E3 x 1

E4 1 1 x

E1 1 1 x

CC2.9 E4 E2 E5 E1 E3

E4 x 1 1

E2 x 1

E5 1 x 1

E1 1 1 x

E3 1 x

CC2.10 E4 E5 E3 E1 E2

E4 x 1 1

E5 1 x 1

E3 1 x

E1 1 x 1

E2 1 x

CC2.11 E1 E2 E3 E4 E5

E1 x 1 1

E2 1 x

E3 x 1

E4 1 x 1

E5 1 1 x

CC2.12 E1 E5 E3 E4 E2

E1 x 1 1

E5 1 x 1

E3 x 1

E4 1 1 x

E2 1 x

CC2.13 E1 E2 E5 E4 E3

E1 x 1 1

E2 1 x

E5 1 x 1

E4 1 x 1

E3 1 x

CC2.14 E1 E2 E3 E5 E4

E1 x 1 1

E2 1 x

E3 x 1

E5 1 x 1

E4 1 1 x

CC2.15 E1 E2 E3 E4 E5

E1 x 1 1

E2 1 x

E3 x 1

E4 1 x 1

E5 1 1 x

CC3.1 E1 E2 E3 E4 E5

E1 x 1 1

E2 1 x

E3 x 1

E4 1 x 1

E5 1 1 x

CC3.2 E1 E2 E4 E3 E5

E1 x 1 1

E2 1 x

E4 x 1 1

E3 1 x

E5 1 1 x

CC3.3 E1 E2 E5 E4 E3

E1 x 1 1

E2 1 x

E5 1 x 1

E4 1 x 1

E3 1 x

CC3.4 E2 E1 E3 E4 E5

E2 x 1

E1 1 x 1

E3 x 1

E4 1 x 1

E5 1 1 x

CC3.5 E2 E1 E4 E3 E5

E2 x 1

E1 1 x 1

E4 x 1 1

E3 1 x

E5 1 1 x

CC3.6 E2 E1 E5 E3 E4

E2 x 1

E1 1 x 1

E5 1 x 1

E3 x 1

E4 1 1 x

CC3.7 E3 E2 E1 E4 E5

E3 x 1

E2 x 1

E1 1 x 1

E4 1 x 1

E5 1 1 x

CC3.8 E3 E1 E4 E2 E5

E3 x 1

E1 x 1 1

E4 1 x 1

E2 1 x

E5 1 1 x

CC3.9 E3 E1 E5 E2 E4

E3 x 1

E1 x 1 1

E5 1 x 1

E2 1 x

E4 1 1 x

CC3.10 E4 E2 E1 E3 E5

E4 x 1 1

E2 x 1

E1 1 x 1

E3 1 x

E5 1 1 x

CC3.11 E4 E1 E3 E2 E5

E4 x 1 1

E1 x 1 1

E3 1 x

E2 1 x

E5 1 1 x

CC3.12 E4 E1 E5 E2 E3

E4 x 1 1

E1 x 1 1

E5 1 1 x

E2 1 x

E3 1 x

APPENDIX
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CC3.13 E5 E2 E1 E4 E3

E5 x 1 1

E2 x 1

E1 1 x

E4 1 x 1

E3 1 x

CC3.14 E5 E1 E3 E4 E2

E5 x 1 1

E1 1 x 1

E3 x 1

E4 1 1 x
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