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r  A B S T R A C T 

Sub-additivity in estimations suggests that the sum of sub-estimates 
is a good approximation of the overall estimate; alternatively, an 
overall estimate decomposes into well represented sub-estimates. 
Traditionally from probability distributions, estimated costs are 
percentiles of probability distributions; however, such estimates may 
not be sub-additive. This paper presents a model which produces sub-
additive cost estimates from probability distributions. The proposed 
model relies on expectations as oppose to percentiles of probability 
distributions. For bottom-up cost estimation scenarios, the proposed 
model ensures that sub-estimates are sub-additive such that the 
sum of sub-estimates is a good approximation of the overall cost. 
For top-down cost estimation scenarios, the model ensure that the 
overall estimate is sub-additive and decomposing the overall estimate 
into sub-estimates provides a good representation of sub-estimates. 
A case-study proves that the proposed model produces sub-additive 
estimates for bottom-up and top-down cost estimation scenarios 
while percentile based estimates are susceptible to sub-additivity. 
Violation of sub-additivity contributes towards under-estimation 
of sub-estimates for bottom-up scenarios and over-estimation of 
overall estimates for top-down scenarios. Therefore, sub-additivity 
consideration is critical in estimation which helps to avoid 
understated or overstated estimates.
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1. Introduction
Th e cost is the man-months eff ort required to complete a 

software project (Navlakha, 1990). Th e cost of software projects 
is measured in terms of lines-of-code or function point count 
which are converted to man-month eff ort (Sommerville, 2007). 
Standish’s report (Galorath, 2008; Haughey, 2009) stated that 
software projects are notorious for cost overruns; the report 
further revealed that a noticeable number of software projects 
showed underrun cost trends. Under-estimation causes actual 
cost to over-run the estimate; whereas, over-estimation causes 
actual cost to under-run the estimate. Under-estimated costs 
cause lack of project contingency reserves (Uzzafer, 2013b) and 
over-estimated costs lead to losses of potential business opportu-
nities (Moataz, 2013).

Cost estimates are prone to uncertainty; uncertainty is well 
represented with probability distributions (Kitchenham, et al., 
1997). Probability distributions capture a range of random cost 

estimates to counter the uncertainty. Each random estimate has an associated 
probability which adds a probabilistic confi dence to estimates. Traditionally, 
estimated costs of software projects are percentiles of probability distributions 
(Moataz, et al., 2013). However, Acerbi et al. (2001, 2003) and Yamai, (2005) 
explained that percentiles of distributions may not always produce sub-ad-
ditive results; especially, the percentiles of non-parametric distributions are 
susceptible to violate sub-additivity. Such estimates raise following questions 
about the integrity of estimates: is aggregating estimated sub-estimates pro-
duces a good approximation of the overall estimate or whether decomposing 
the estimated overall estimate into sub-estimates provides a good representa-
tion of the sub-estimates. In general are estimates sub-additive? Th erefore, 
percentile based estimated cost from probability distributions may lead to 
misleading estimates since estimates may not be sub-additive. Sub-additivity is 
well established in the fi eld of fi nance (Artzner et al., 1999).

Software practitioners experience that the cost of a portfolio of software 
projects is less or not more than the sum of the costs of all the software 
projects within the portfolio (Kitchenham et al. (2003), Bannerman (2008), 
Abdul-Rahmana et al. (2012), Costa et al. (2007); this is sub-additive behav-
ior of cost of software projects.

Th ere are two cost estimation scenarios: namely bottom-up and top-down 
(Pfl eeger, et al., 2006). Th e bottom-up cost estimation technique focuses on 
estimating sub-estimates which are aggregated to get the overall cost. While, 
the top-down cost estimation technique requires estimating the overall cost 
which is then decomposed into sub-estimates. 

1.1 Related Work

Th ere are various cost estimation models available for software develop-
ment projects (Pfl eeger and Atlee, 2006; Robert et al. 2002). Common approach-
es to software cost estimation are: expert judgment (Jorgensen, 2005; Jorgensen 
et al. 2007), analogy based estimation, e.g. (Li, et al. 2007; Shepperd et al. 1997), 
algorithmic models like COCOMO and COCOMO-II (Boehm 2000) and SLIM 
(Putnam, 1978), machine learning techniques like Bayesian belief networks 
(Hamdan, et al. 2009; Leea, et al., 1998), fuzzy logic (Nisar, et al., 2008) and arti-
fi cial intelligence (Park et al. 2008). Th ese models produce single-value estimates 
of costs (Lum et al., 2003; Dillibabu and Krishnaiah, 2005; Karen et al., 2003; 
Evelyn et al., 2002); however, single-value estimates are uncertain. Costs are rep-
resented with probability distributions to handle uncertainty (Kitchenham et al., 
1997; Stein et al., 2006, Uzzafer, 2013b). Researchers in the fi eld of software engi-
neering are proposing diff erent probability distributions to represent the cost of 
software projects (Kitchenham, et al. 2003, 1997; Moataz, et al, 2003, Pend-
harkar et al. 2005). Kitchenham et al. (1997, 2003) suggested gamma distribution 
represention for the cost of software projects. Gamma distribution is continuous 
having an extended tail on the right side of the distribution. Gamma distribution 
is represented as Γ(k,θ) where k and θ are the shape and the scale parameters of 
the distribution, respectively. Th e expectation of gamma distribution is defi ned 
as follows: E[Γ(k,θ)] = kθ [Appendix B]. Fairley (1995) and Connor (2005) adopted 
Monte Carlo simulations which generates discrete non-parametric probability 
distributions to represent costs of software projects. Moataz et al. (2013) and 
Braga (2007) relied on the Gaussian probability distribution to reduce the uncer-
tainty in the estimate; whereas, Parag (2005) proposed a Bayesian probabilistic 
model and Kathleen (2012) adopted the Weibull probability distribution to 
represent the cost of software projects. Jørgensen et al. (2004a) investigated the 
causes of estimation errors which leads to overestimation and underestimation 
of the cost of software projects. Moløkken-Østvold et al. (2005) explained that 
fl exible software development models, i.e., incremental models, are better in 
dealing with cost overruns. In another study, Jørgensen et al. (2004b) investigat-
ed that the overconfi dence plays a role in underestimation of eff orts of software 
projects and concluded that the tendency to learn about maximum eff orts from 
historical projects’ data is low.

Stewart et al. (1995) classifi ed software cost estimation models into 
three categories where each category can adopt a top-down or a bottom-up 
scenario for estimation. Th ey further presented a top-down cost estimation 
scenario which explains that a software project of 10,000 lines will take 100 
person-months based on a productivity of 100 lines of code per man-month. 
While, using the bottom-up scenario, the same software is decomposed into 
fi ve components, Th e man-month eff ort for each component is estimated as 
40.0, 3.3, 20.0 50.0 and 20.0 man-months where each component has a dif-
ferent productivity level. Th erefore, the overall estimate for this project is the 
sum of the sub-estimates which comes to 133 man-months. 

While, research continues to fi nd probability models for a better rep-
resentation of the cost of software development projects, not much has been 
contributed to ascertain the integrity of estimated costs that are originating 
from probability distributions. Th erefore, cost overruns and underruns is a chal-
lenge for the development of software projects. Such unexpected overruns and 
underruns of costs are generally associated with the accuracy of the estimation 
models (Alkoff ash, et al., 2008) while issues related to sub-additivity of estimates 
have not been thoroughly explored.

1.2 Probabilistic cost representation
Estimated cost of a software project is represented with a random variable 

X where X is mapped to a parametric continuous probability distribution. Th e 
estimated cost at probability q is xq, such that:

 xq = supremum { x:P [X ≤ x]≤q} q ϵ [0,1] (1)
Where x is a realization of X at any probability, supremum is the upper-limit 

among all the values of X for which the probability P[X≤x]≤q. Th e random 
variable X that is mapped to a gamma distribution is represented as X ~ Γ(k,θ). 
Uzzafer (2013a) explained that a single-point estimate can be represented with 
gamma distribution where the estimate 𝕰 is mapped to the expectation of the 
gamma distribution, i.e., 𝕰 ↦ 𝔼[ Γ(k,θ)], then letting k = 2, θ can be estimated 
from 𝕰= kθ (Guo, 2010; Kitchenham, 1997).

Furthermore, discrete estimated costs are represented with a discrete ran-
dom variable 𝕏i which is mapped to a discrete probability distribution, where i 
is sample’s index and 𝕩qi is the estimated cost at probability q [Appendix A]:

𝕩qi =supremum {𝕩i:P[𝕏i≤𝕩i ]=q}    q∈[0,1]                       (2)

1.3 Sub-additivity

In mathematics, sub-additivity states that the result of a function applied 
to a whole should be less or at-most-equal to the sum of the results of the 
function applied to parts (Royden et. al., 2010). For example, a function Δ(∙) 
applied to (A+B) produces Δ(A+B). Th erefore, Δ(A+B) is sub-additive when it 
is less or at-most-equal to the sum of the results Δ(A) and Δ(B) of the function; 
i.e., Δ(A+B)≤Δ(A)+Δ(B) (Acerbi et al., 2001, 2003; Uzzafer, 2010b). Similarly, 
the results Δ(A) and Δ(B) are considered sub-additive when their sum leads 
to Δ(A+B)≤Δ(A)+Δ(B). In general, sub-additivity is expressed as follows: 
Δ∑(∙)≤∑Δ(∙). Th erefore, estimates of an estimation function ρ(∙) are sub-additive 
when the overall estimate ρ∑(∙) is less or at-most-equal to the sum of sub-esti-
mates ∑ρ(∙) or vice-versa:

ρ∑(∙)≤∑ρ(∙) (3)
In bottom-up cost estimation scenarios, sub-estimates are fi rst estimated 

then the overall estimate is the sum of the sub-estimates, i.e., ∑ρ(∙). For such 
scenarios, sub-additivity ensures that the sum of sub-estimates is a good 
representation of the overall estimate. In a real software project, the overall 
estimate is not estimated rather it is approximated through the sum of sub-es-
timates; therefore, with sub-additivity assured the sum is a good representa-
tion of the overall estimate. Sub-additivity is violated when sub-estimates are 
under-estimated and their sum is an overall estimate which is under-estimat-
ed. Th erefore, when sub-additivity is not supported, it can be deduced that the 
sum of sub-estimates does not represent the overall estimate. Consider the 
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bottom-up scenario presented in Figure 1. Th e sub-estimates ρ(A1), ρ(A2), ρ(B1) and ρ(B2) are aggre-
gated to get the overall estimate, i.e., ∑ρ(∙)=ρ(A1)+ρ(A2)+ρ(B1)+ρ(B2). With sub-additivity supported 
the sum ∑ρ(∙) is a good representation of the overall estimate; whereas, violation of sub-additivity 
results in the sum that does not represent the overall estimate. 

Top-down cost estimation scenario focus on estimating the overall estimate fi rst which is then 
decomposed into sub-estimates. For such scenarios, sub-additivity ensures that sub-estimates are 
well represented after decomposition of the overall estimate. Consider the top-down scenario pre-
sented in Figure 1; the overall estimate of ρ(A1+A2+B1+B2) is decomposed to ρ(A1), ρ(A2), ρ(B1) and 
ρ(B2) which are a good representation of sub-estimates with sub-additivity ensured. Sub-additivity 
is violated when the overall estimate is over-estimated and the decomposition of the overall estimate 
into sub-estimated is not a good representation of sub-estimates. In real top-down scenarios, the 
overall cost is estimated and sub-estimates are the decomposition of the overall estimates with 
sub-additivity assured decomposition produces a good representation of sub-estimates. 

Consider a software project of three tasks; the costs are represented with random variables 𝕏1i, 
𝕏2i and 𝕏3i. Th e probability distributions f(∙) and cumulative distribution F(∙) of these random varia-
bles are identical which are tabulated in Table 1.

project, the overall estimate is not estimated rather it is approximated through the sum of sub-
estimates; therefore, with sub-additivity assured the sum is a good representation of the overall 
estimate. Sub-additivity is violated when sub-estimates are under-estimated and their sum is an 
overall estimate which is under-estimated. Therefore, when sub-additivity is not supported, it 
can be deduced that the sum of sub-estimates does not represent the overall estimate.  Consider 
the bottom-up scenario presented in Figure 1. The sub-estimates 𝜌𝜌(𝐴𝐴1), 𝜌𝜌(𝐴𝐴2), 𝜌𝜌(𝐵𝐵1) and 𝜌𝜌(𝐵𝐵2) 
are aggregated to get the overall estimate, i.e., ∑𝜌𝜌 ∙ = 𝜌𝜌 𝐴𝐴1 + 𝜌𝜌 𝐴𝐴2 + 𝜌𝜌 𝐵𝐵1 + 𝜌𝜌(𝐵𝐵2). With 
sub-additivity supported the sum ∑𝜌𝜌 ∙  is a good representation of the overall estimate; 
whereas, violation of sub-additivity results in the sum that does not represent the overall 
estimate.   

Top-down cost estimation scenario focus on estimating the overall estimate first which is 
then decomposed into sub-estimates. For such scenarios, sub-additivity ensures that sub-
estimates are well represented after decomposition of the overall estimate. Consider the top-
down scenario presented in Figure 1; the overall estimate of 𝜌𝜌 𝐴𝐴1 + 𝐴𝐴2 + 𝐵𝐵1 + 𝐵𝐵2  is 
decomposed to 𝜌𝜌(𝐴𝐴1), 𝜌𝜌(𝐴𝐴2), 𝜌𝜌(𝐵𝐵1) and 𝜌𝜌(𝐵𝐵2) which are a good representation of sub-estimates 
with sub-additivity ensured. Sub-additivity is violated when the overall estimate is over-
estimated and the decomposition of the overall estimate into sub-estimated is not a good 
representation of sub-estimates. In real top-down scenarios, the overall cost is estimated and 
sub-estimates are the decomposition of the overall estimates with sub-additivity assured 
decomposition produces a good representation of sub-estimates.  
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Figure 1: Bottom-up and Top-down cost estimation scenarios 
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FIGURE 01. Bottom-up and Top-down cost estimation scenarios

TABLE 01. Probability and Cumulative Distributions of 𝕏1i, 𝕏2i,𝕏3i (man-months)

i+𝕏3i=3.25}>{ρ(𝕏1i)+ρ(𝕏2i)+ρ(𝕏3i)=3}. It suggests that 
the sub-estimates ρ(𝕏1i), ρ(𝕏2i) and ρ(𝕏3i) are not 
sub-additive and their sum is not a good representa-
tion of the overall estimate. 

Th is example can be reversed for top-down sce-
nario where at 90% probability the estimated overall 
cost is ρ∑(∙)=ρ(𝕏1i+𝕏2i+𝕏3i)=3.25 man-months. Th is 
overall estimate is equally decomposed into estimates 
of 1.083 man-months for each task. However, when 
the sub-additivity is not supported these decomposed 
estimates may not represent the sub-estimates. To test 
the sub-additivity, the random variable (𝕏1i+𝕏2i+𝕏3i) is 
decomposed into random variables 𝕏1i, 𝕏2iand 𝕏3i and 
their probability distributions f(𝕏1i), f(𝕏2i) and f(𝕏3i) 
are de-convolved from the distribution f(𝕏1i+𝕏2i+𝕏3i) 
which are tabulated in Table 1. Th e sub-estimates 
are estimated at 90% probability from probability 
distributions f(𝕏1i), f(𝕏2i) and f(𝕏3i) which produces 
ρ(𝕏1i)=ρ(𝕏2i)=ρ(𝕏3i)=1 man-months. Th ese results 
explains that the decomposed estimates of 1.083 man-
months are more than the estimated sub-estimates of 
1 man-months which violates sub-additivity. Th erefore, 
the overall estimate is not sub-additive and is over 
estimated; hence, the decomposed estimates are over 
estimated. Th erefore, this scenario experiences {ρ(𝕏1i
+𝕏2i+𝕏3i)=3.25=1.083+1.083+1.083}>{ρ(𝕏1i)+ρ(𝕏2i)+ρ
(𝕏3i)=1+1+1}.

Sub-additivity of estimates is critical which 
protects against the under-estimation of sub-estimates 
in bottom-up and over-estimation of overall estimate 
in top-down scenario. Th is paper presents a model to 
estimate the cost of software projects from the prob-
abilistic representation of cost and aims to produce 
sub-additive estimates. Th e proposed model exploits 
expectations of probability distributions.

Th e second section of this article presents the 
model and discusses examples. Th e third section 
presents a case study where the proposed model is 
deployed using the estimated cost data of real software 
projects. Th e case study proves that the model gener-
ates sub-additive estimates. Finally, the fourth section 
draws some conclusions. 

2. The Model
Th e proposed model aims to ensure sub-additive 

estimates of costs. Furthermore, the proposed model 
aims to be generic and independent of the type and the 
shape of the adopted probability distribution.

While the percentiles of probability distributions 
may not be sub-additive, the expectations of probability 
distributions are sub-additive (Lange, 2003). A random 
variable (X1+...+Xn) of expectation 𝔼[X1+...+Xn] can be 
decomposed into random variables X1,…,Xn such that 
𝔼[X1+...+Xn] = 𝔼[X1]+...+𝔼[Xn], which explains that 
expectations are sub-additive (Lange, 2003). Applying 
this to the estimation suggests that the expectation 
𝔼[X1+...+Xn] of a random variable (X1+...+Xn) which 
represents cost should be less or at most equal to the 

Th e probability distributions explain that there is a 95% probability that a task can take 1 
man-month of eff ort to complete while there is a 5% probability that the task can take up to 1.25 

man-month. Th erefore, using the percentile based approach for this bottom-up scenario, the sub-es-
timates at 90% probability from equation (2) are as follows:
ρ(𝕏1i) = supremum {𝕩i:P[𝕏1i≤𝕩i ]=0.9}=1 man-months  

ρ(𝕏2i ) = supremum {𝕩i:P[𝕏2i≤𝕩i ]=0.9}=1 man-months

ρ(𝕏3i ) = supremum {𝕩ii:P[𝕏3i≤𝕩i ]=0.9}=1 man-months
Th erefore, the estimated overall cost of the software project is the sum ∑ρ(∙), i.e., ρ(𝕏1i ) + ρ(𝕏2i) 

+ ρ(𝕏3i) = 3 man-months. Th e sub-estimates ρ(𝕏1i ), ρ(𝕏2i ) and ρ(𝕏3i ) may not be sub-additive 
and their sum ∑ρ(∙)=ρ(𝕏1i )+ρ(𝕏2i )+ρ(𝕏3i ) may not represent the overall cost of ρ∑(∙). To test the 
sub-additivity, the random variables 𝕏1i, 𝕏2i and 𝕏3i are added which forms a random variable 
(𝕏1i+𝕏2i+𝕏3i). Th e probability distribution f(𝕏1i+𝕏2i+𝕏3i) of random variable (𝕏1i+𝕏2i+𝕏3i) is the 
convolution of the distributions f(𝕏1i), f(𝕏2i) and f(𝕏3i) (Papoulis, 1991). Th e probability distribution 
f(𝕏1i+𝕏2i+𝕏3i) and cumulative distribution F(𝕏1i+𝕏2i+𝕏3i) is tabulated in Table 2. Now, the estimat-
ed overall cost at 90% probability is from equation (2) is:

ρ(𝕏1i+𝕏2i+𝕏3i) = supremum {x_i:P[(𝕏1i+𝕏2i+𝕏3i)

≤xi]=0.9}= 3.25 man-months
Th ese results show that the estimated overall cost from probability distribution 

f(𝕏1i+𝕏2i+𝕏3i) is more than the sum of the sub-estimates ρ(𝕏1i), ρ(𝕏2i) and ρ(𝕏3i), i.e., {ρ(𝕏1i+𝕏2

FIGURE 03. Discrete Probability Distribution Xi (man-months)

FIGURE 03. A parametric probability distribution representing the 
estimated cost X (man-months)

TABLE 02. Probability and Cumulative Distribution 𝕏1i, 𝕏2i,𝕏3i (man-months)

The probability distributions explain that there is a 95% probability that a task can take 1 
man-month of effort to complete while there is a 5% probability that the task can take up to 1.25 
man-month. Therefore, using the percentile based approach for this bottom-up scenario, the 
sub-estimates at 90% probability from equation (2) are as follows: 

 𝜌𝜌 𝕏𝕏1! = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝕩𝕩!:𝑃𝑃 𝕏𝕏1! ≤ 𝕩𝕩! = 0.9 = 1 man-months  
𝜌𝜌 𝕏𝕏2! = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝕩𝕩!:𝑃𝑃 𝕏𝕏2! ≤ 𝕩𝕩! = 0.9 = 1 man-months 
𝜌𝜌 𝕏𝕏3! = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝕩𝕩!:𝑃𝑃 𝕏𝕏3! ≤ 𝕩𝕩! = 0.9 = 1 man-months 

Therefore, the estimated overall cost of the software project is the sum ∑𝜌𝜌 ∙ , i.e., 𝜌𝜌 𝕏𝕏1! +
𝜌𝜌 𝕏𝕏2! + 𝜌𝜌 𝕏𝕏3! = 3 man-months. The sub-estimates 𝜌𝜌 𝕏𝕏1! , 𝜌𝜌 𝕏𝕏2!  and 𝜌𝜌 𝕏𝕏3!  may not be sub-
additive and their sum ∑𝜌𝜌 ∙ = 𝜌𝜌 𝕏𝕏1! + 𝜌𝜌 𝕏𝕏2! + 𝜌𝜌 𝕏𝕏3!   may not represent the overall cost of 
𝜌𝜌∑ ∙ . To test the sub-additivity, the random variables 𝕏𝕏1!, 𝕏𝕏2! and 𝕏𝕏3! are added which forms 
a random variable (𝕏𝕏1! + 𝕏𝕏2! + 𝕏𝕏3!). The probability distribution 𝑓𝑓(𝕏𝕏1! + 𝕏𝕏2! + 𝕏𝕏3!) of 
random variable (𝕏𝕏1! + 𝕏𝕏2! + 𝕏𝕏3!) is the convolution of the distributions 𝑓𝑓(𝕏𝕏1!), 𝑓𝑓(𝕏𝕏2!) and 
𝑓𝑓(𝕏𝕏3!) (Papoulis, 1991). The probability distribution 𝑓𝑓(𝕏𝕏1! + 𝕏𝕏2! + 𝕏𝕏3!) and cumulative 
distribution 𝐹𝐹(𝕏𝕏1! + 𝕏𝕏2! + 𝕏𝕏3!) is tabulated in Table 2. Now, the estimated overall cost at 90% 
probability is from equation (2) is: 

𝜌𝜌 𝕏𝕏1! + 𝕏𝕏2! + 𝕏𝕏3! = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝕩𝕩!:𝑃𝑃 (𝕏𝕏1! + 𝕏𝕏2! + 𝕏𝕏3!) ≤ 𝕩𝕩! = 0.9 = 3.25 man-months 

Table 2: Probability and Cumulative Distribution 𝕏𝕏1! + 𝕏𝕏2! + 𝕏𝕏3! (man-months) 
(𝕏𝕏1! + 𝕏𝕏2! + 𝕏𝕏3!) 𝑓𝑓(𝕏𝕏1! + 𝕏𝕏2! + 𝕏𝕏3!) 𝐹𝐹(𝕏𝕏1! + 𝕏𝕏2! + 𝕏𝕏3!) 

3 0.857375 0.857375 
3.25 0.135375 0.9927 
3.5 0.00713 0.9998 
3.75 0.000125 1 

 

These results show that the estimated overall cost from probability distribution 𝑓𝑓(𝕏𝕏1! +
𝕏𝕏2! + 𝕏𝕏3!) is more than the sum of the sub-estimates 𝜌𝜌 𝕏𝕏1! , 𝜌𝜌 𝕏𝕏2!  and 𝜌𝜌 𝕏𝕏3! , i.e., {𝜌𝜌 𝕏𝕏1! +
𝕏𝕏2! + 𝕏𝕏3! = 3.25} > {𝜌𝜌 𝕏𝕏1! + 𝜌𝜌 𝕏𝕏2! + 𝜌𝜌 𝕏𝕏3! = 3}. It suggests that the sub-estimates 𝜌𝜌 𝕏𝕏1! , 
𝜌𝜌 𝕏𝕏2!  and 𝜌𝜌 𝕏𝕏3!  are not sub-additive and their sum is not a good representation of the overall 
estimate.  

This example can be reversed for top-down scenario where at 90% probability the estimated 
overall cost is 𝜌𝜌∑ ∙ = 𝜌𝜌 𝕏𝕏1! + 𝕏𝕏2! + 𝕏𝕏3! = 3.25 man-months. This overall estimate is equally 
decomposed into estimates of 1.083 man-months for each task. However, when the sub-
additivity is not supported these decomposed estimates may not represent the sub-estimates. 
To test the sub-additivity, the random variable (𝕏𝕏1! + 𝕏𝕏2! + 𝕏𝕏3!) is decomposed into random 
variables 𝕏𝕏1!, 𝕏𝕏2! and 𝕏𝕏3! and their probability distributions 𝑓𝑓(𝕏𝕏1!), 𝑓𝑓(𝕏𝕏2!) and 𝑓𝑓(𝕏𝕏3!) are de-
convolved from the distribution 𝑓𝑓(𝕏𝕏1! + 𝕏𝕏2! + 𝕏𝕏3!) which are tabulated in Table 1. The sub-
estimates are estimated at 90% probability from probability distributions 𝑓𝑓(𝕏𝕏1!), 𝑓𝑓(𝕏𝕏2!) and 
𝑓𝑓(𝕏𝕏3!) which produces 𝜌𝜌 𝕏𝕏1! = 𝜌𝜌 𝕏𝕏2! = 𝜌𝜌 𝕏𝕏3! = 1 man-months. These results explains that 
the decomposed estimates of 1.083 man-months are more than the estimated sub-estimates of 1 

sum of expectations 𝔼[X1]+...+𝔼[Xn] of random variables X1,…,Xn which 
represents sub-estimates:

𝔼 [∑∙] ≤ ∑ 𝔼[∙]       (4)
Th e model defi nes a range of random variables. Consider a random 

variable X and let xw be the minimum and xa be the maximum range with 
probabilities of w and a, respectively, w, a ∈ [0,1]. Th is range forms a bounded 
random variable X[xw,xa]. Figure 2 illustrates a probability distribution X and 
highlights the range X[xw,xa]. 

Equation (7) results in the following computational model:

ρ(𝕏i)= 
∑ia

i=iw 𝕩i f(𝕩i )

∑ia
i=iw f(𝕩i ) 

                          (8)

Where iw and ia are the indexes of 𝕩wi and 𝕩ai, respectively, and f (𝕩i) is the 
probability distribution of 𝕏i. Note that the estimated probability of 𝕩ai, i.e., 
P{𝕏i≤𝕩ai} may be more than the probability a, i.e., P{𝕏i≤𝕩ai}>a (Acerbi, 2003); 
similarly, the probability P𝕏i>𝕩wi} may be less, i.e., P{𝕏i>𝕩wi }<1-w [Appendix 
A]. Th ese values are adjusted in equation (8) resulting in the following:

ρ(𝕏i )=  
∑ia

i=iw 𝕩i f(𝕩i )

∑ia
i=iw f(𝕩i ) 

  - 𝕩ai (P{𝕏i≤𝕩ai } - a) + 𝕩wi (1-P{𝕏i >𝕩wi} - (1-w))

ρ(𝕏i )=  
∑ia

i=iw 𝕩i f(𝕩i )

∑ia
i=iw f(𝕩i ) 

  - 𝕩ai (P{𝕏i≤𝕩ai } - a) + 𝕩wi (1-P{𝕏i ≤𝕩wi } - 1+w)

ρ(𝕏i )=  
∑ia

i=iw 𝕩i f(𝕩i )

∑ia
i=iw f(𝕩i ) 

 - 𝕩ai (P{𝕏i≤𝕩ai } - a) + 𝕩wi (w - P{𝕏i ≤𝕩wi})  (9)

Th e model ρ(∙) presented in equations (6) and (9) are independent of the 
shape of the underlying probability distributions which can be continuous, 
discrete, parametric and non-parametric.

Consider the bottom-up scenario example discussed in section 1 and 
estimate the cost at 90% probability using the proposed model; there-
fore, a=0.9 also assume w =0.9. Th e estimated values of 𝕩ai and 𝕩wi are 
𝕩ai=𝕩wi=1 man-months and their estimated probabilities are P{𝕏i≤𝕩ai}= 
P{𝕏i≤𝕩wi}=0.95, see Table 1. Note that the probability (P{𝕏i≤𝕩ai}=0.95 ) > 
(a=0.9) and the probability (P{𝕏i>𝕩ai}=1- P{𝕏i≤𝕩 wi}=1-0.95=0.05)< (1-w=1-
0.9=0.1). Th e sub-estimates at 90% probability using the model presented in 
equation (9) are calculated as follows:

ρ(𝕏1i )=ρ(𝕏2i)=ρ(𝕏3i) = 
∑ia

i=iw 𝕩i f(𝕩i )

∑ia
i=iw f(𝕩i ) 

-𝕩ai (P{𝕏i≤𝕩ai }-a)+𝕩wi (ε-P{𝕏i≤𝕩wi })

ρ(𝕏1i )=ρ(𝕏2i)=ρ(𝕏3i) = 
1x0.95

0.95
 -(1×(0.95-0.9))+(1×(0.9-0.95))

ρ(𝕏1i )=ρ(𝕏2i)=ρ(𝕏3i) = 0.945 man-months
Th e overall cost is the sum of the sub-estimates which is ρ(𝕏1i)+ρ(𝕏2i)+ 

ρ(𝕏3i) = 2.835 man-months. 
To test the sub-additivity, the overall cost is estimated from the ran-

dom variable (𝕏1i+𝕏2i+𝕏3i) assuming the same parameters, i.e., a=0.9, 
w= 0.9. Th e estimated values are 𝕩ai= 𝕩wi=3.25 man-months and the 
estimated probabilities are P{𝕏i≤𝕩ai} = P{𝕏i≤𝕩wi}=0.9927. Furthermore, 
it is observed that (P{𝕏i≤𝕩ai}= 0.9927)>(a=0.9) and (P{𝕏i>𝕩wai}=1- 
P{𝕏i≤𝕩wi}=1-0.9927=0.0073)< (1-ε=1-0.9=0.1). Th e estimated overall cost at 
90% probability from the probability distribution f(𝕏1i+𝕏2i+𝕏3i) using the 
model presented in equation (9) is:

ρ(𝕏1i )=ρ(𝕏2i)=ρ(𝕏3i) = 
∑ia

i=iw 𝕩i f(𝕩i )

∑ia
i=iw f(𝕩i ) 

-𝕩ai (P{𝕏i≤𝕩ai }-a)+𝕩wi (ε-P{𝕏i≤𝕩wi })

= 3×0.857375+3.25×0.135375
(0.857375+0.135375)

 - (3.25×(0.9927-0.9))+(3.25×(0.9-0.9927))

ρ(𝕏1i+𝕏2i+𝕏3i )= 2.43 man-months. 
Th e estimated overall cost of 2.43 man-months is less than the aggregat-

ed sum of the sub-estimates of 2.835 man-months, i.e., { ρ (𝕏1i+𝕏2i+𝕏3i)= 
2.43}≤ {ρ(𝕏1i ) +ρ(𝕏2i )+ρ(𝕏3i )=2.835}; these results are in compliance with 
equation (3) and confi rms that the sub-estimates ρ(𝕏1i),ρ(𝕏2i ) and ρ(𝕏3i) 
are sub-additive. 

Using the proposed model, this bottom-up example show sub-estimates 
of 0.945 man-months for each task and their aggregation leads to the overall 
cost of 0.945+0.945+0.945=2.835 man-months; whereas an assessment of the 
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Figure 1: Bottom-up and Top-down cost estimation scenarios 

 
 
 

 

Figure 2: A parametric probability distribution representing the estimated cost 𝑿𝑿 (man-months) 
  

Th e proposed model defi nes the estimated cost as the expectation of 
bounded random variable X[xw,xa]; therefore, the estimated cost ρ(X) is the 
mapping of X[xw,xa] to its expectation, as expressed as follows:

ρ(X):X[xw,xa] 𝔼[X[xw,xa] ]     (5)
From equation (5), the following computational model is constructed:

ρ(X)= 
∫a

w x f(x) dx

∫a
w f(x) dx 

                           (6)

Where x is a value of X and f(x) is the probability distribution of X. Sim-
ilarly, for a discrete random variable 𝕏i, the bounded random variable X[xw,xa] 
is between 𝕩wi and 𝕩ai with probabilities w and a, respectively; the random 
variable X[xwi,xai]

 is shown in Figure 3. 

For discrete probability distribution Xi, the estimated cost ρ(𝕏i) is the 
following mapping:

ρ(𝕏i): 𝕏[xwi,xai]
 ↦ 𝔼[𝕏[xwi,xai]

]     (7)

 
 

Figure 3: Discrete Probability Distribution 𝕏𝕏𝒊𝒊 (man-months) 
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overall cost suggests the overall estimate of 2.43 man-months conforming to 
sub-additivity, i.e., 2.43≤(0.945+0.945+0.945=2.835). These results may lead to 
a question: which estimate is the overall estimate 2.43 or 2.835? To answer this 
question lets understand real bottom-up cost estimation scenario where project 
managers assesses sub-estimates and the overall cost is the sum of the sub-es-
timates. Therefore, with sub-additivity assured, the sum of the sub-estimate of 
2.835 man-months is considered a good approximation of the overall estimate. 

Similarly, for the top-down example, the estimated overall cost is 
ρ(𝕏1i+𝕏2i+𝕏3i)= 2.43 man-months at 90% probability, i.e., a=0.9 and 
let w=0.9. This estimate is decomposed to equal sub-estimates of 0.81 
man-months for each task. For sub-additivity check, the random variable 
(𝕏1i+𝕏2i+𝕏3i) is decomposed to random variables (𝕏1i), (𝕏2i) and (𝕏3i)) 
and estimated sub-estimates are ρ(𝕏1i)=ρ(𝕏2i)=ρ(𝕏3i))=0.945 man-months. 
These results are sub-additive since each decomposed sub-estimate of 0.81 
man-months is less than the estimated sub-estimate of 0.945 man-months 
and overall estimate is not over-estimated, i.e., {ρ(𝕏1i+𝕏2i+𝕏3i)=2.43=0.81+0
.81+0.81}>{ρ(𝕏1i)+ρ(𝕏2i)+ρ(𝕏3i)=0.945+0.945+0.945}. Therefore, decomposi-
tion of the overall estimate is a good representation of sub-estimated.

3. Case Study
A case study is conducted to investigate the sub-additivity of estimates 

originating from probability distributions in real software development 
projects. Case study investigates bottom-up and top-down scenarios. The case-
study estimate costs using the proposed model and using the percentile based 
approach. Case-study aims to show that the proposed model generates sub-ad-
ditive estimates whereas percentile based estimates are susceptible to sub-ad-
ditivity. The case-study uses the dataset from Kitchenham et al. (2001, 2002) 
study which presents estimated function points effort data of 144 software 
projects after outliers are removed. Beside other fields, the dataset contains the 
following fields of interest: estimated overall cost (hours), total adjusted func-
tion point (FP), total unadjusted function point (UFP) and unadjusted function 
point elements, i.e., Internal Logical Files (ILF), External Interface Files (EIF), 
External Inputs (EI), External Outputs (EO) and external Enquiries (EQ). The 
data of total unadjusted function point counts together with the decomposed 
function point elements is ideal to study the bottom-up and top-down cost 
estimation scenarios of real software development projects. 

Function point Description

Function point describes the size of the software using five elements 
(Pfleeger, et al., 2006): ILF, EIF, EI, EO and EQ. Function point elements are 
counted and assigned a complexity level (Low, Average, High) based on their 
associated file number such as Data Element Type (DET), File Type Refer-
enced (FTR) and Record Element Types (RET). The complexity metrics for 
five elements is shown in Table 3. Each function point element is then assigned 
a weight according to its complexity shown in Table 4. The unadjusted func-
tion point (UFP) is the sum of function point elements which is computed 
from equation 10:

UFP = ∑ ∑ wij vij

5    3

i=i  i=j
                                        (10)

Where w_ij is the complexity weight and v_ij is the count for each func-
tion element. UFP is then multiplied by the Value Adjustment Factor (VAF) to 
get the function point (FP) count. 

FP = UFP x VAF                   (11)
The VAF is calculated from 14 General System Characteristics (GSC) 

using equation (12). 
VAF = 0.65 + 0.01 ∑ ci

14

i=1 
              (12)

Where ci are values of GSC characteristic on a scale of 0 to 5 which are 
described as: 1) Data Communication 2) Distributed Functions 3) Perfor-
mance 4) heavily used configuration 5) transaction rate 6) on-line data entry 

TABLE 03. Function Point element complexity metrics

TABLE 04. Function Point element complexity weights

TABLE 05. Function point descriptive statistics

point counts together with the decomposed function point elements is ideal to study the 
bottom-up and top-down cost estimation scenarios of real software development projects.  
Function point Description 
Function point describes the size of the software using five elements (Pfleeger, et al., 2006): 𝐼𝐼𝐼𝐼𝐼𝐼, 
𝐸𝐸𝐸𝐸𝐸𝐸, 𝐸𝐸𝐸𝐸, 𝐸𝐸𝐸𝐸 and 𝐸𝐸𝐸𝐸. Function point elements are counted and assigned a complexity level (Low, 
Average, High) based on their associated file number such as Data Element Type (DET), File 
Type Referenced (FTR) and Record Element Types (RET). The complexity metrics for five 
elements is shown in Table 3. Each function point element is then assigned a weight according 
to its complexity shown in Table 4. The unadjusted function point (𝑈𝑈𝑈𝑈𝑈𝑈) is the sum of function 
point elements which is computed from equation 10: 

    𝑈𝑈𝑈𝑈𝑈𝑈 = ∑∑
= =

5 3

1ii j
ijijvw        (10) 

Where 𝑤𝑤!"  is the complexity weight and 𝑣𝑣!" is the count for each function element. 𝑈𝑈𝑈𝑈𝑈𝑈 is then 
multiplied by the Value Adjustment Factor (𝑉𝑉𝑉𝑉𝑉𝑉) to get the function point (FP) count.  

 𝐹𝐹𝐹𝐹 = 𝑈𝑈𝑈𝑈𝑈𝑈 ×  𝑉𝑉𝑉𝑉𝑉𝑉      (11) 
The VAF is calculated from 14 General System Characteristics (GSC) using equation (12).  

    𝑉𝑉𝑉𝑉𝑉𝑉 = ∑
=

+
14

1
01.065.0

i
ic      (12) 

Where 𝑐𝑐!  are values of GSC characteristic on a scale of 0 to 5 which are described as: 1) Data 
Communication 2) Distributed Functions 3) Performance 4) heavily used configuration 5) 
transaction rate 6) on-line data entry 7) end user efficiency 8) on-line update 9) complex 
processing 10) reusability 11) installation ease 12) operational ease 13) multiple sites and 14) 
facilities change. These values are summed and modified to calculate the VAF.   
 

Table 3: Function Point element complexity metrics 
ILF/EIF DET EI DET EO/EQ DET 

RET 1-19 20-50 51+ FTR 1-4 5-15 16+ FTR 1-5 6-19 20 
1 Low Low Avg 0-1 Low Low Avg 0-1 Low Low Avg 

2-5 Low Avg High 2 Low Avg High 2-3 Low Avg High 
6+ Avg High High 3+ Avg High High 4+ Avg High High 

 
   Table 4: Function Point element complexity weights 

Component Low Average High 

External Inputs 3 4 6 

External Outputs 4 5 7 

External Inquiries 3 4 6 

Internal Logical Files 7 10 15 

External Interface Files 5 7 10 
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point elements which is computed from equation 10: 

    𝑈𝑈𝑈𝑈𝑈𝑈 = ∑∑
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Where 𝑤𝑤!"  is the complexity weight and 𝑣𝑣!" is the count for each function element. 𝑈𝑈𝑈𝑈𝑈𝑈 is then 
multiplied by the Value Adjustment Factor (𝑉𝑉𝑉𝑉𝑉𝑉) to get the function point (FP) count.  
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Where 𝑐𝑐!  are values of GSC characteristic on a scale of 0 to 5 which are described as: 1) Data 
Communication 2) Distributed Functions 3) Performance 4) heavily used configuration 5) 
transaction rate 6) on-line data entry 7) end user efficiency 8) on-line update 9) complex 
processing 10) reusability 11) installation ease 12) operational ease 13) multiple sites and 14) 
facilities change. These values are summed and modified to calculate the VAF.   
 

Table 3: Function Point element complexity metrics 
ILF/EIF DET EI DET EO/EQ DET 

RET 1-19 20-50 51+ FTR 1-4 5-15 16+ FTR 1-5 6-19 20 
1 Low Low Avg 0-1 Low Low Avg 0-1 Low Low Avg 

2-5 Low Avg High 2 Low Avg High 2-3 Low Avg High 
6+ Avg High High 3+ Avg High High 4+ Avg High High 

 
   Table 4: Function Point element complexity weights 

Component Low Average High 

External Inputs 3 4 6 

External Outputs 4 5 7 

External Inquiries 3 4 6 

Internal Logical Files 7 10 15 

External Interface Files 5 7 10 

 
 
Case-Study Design 

The case study classifies each project of the dataset to either bottom-up or top-down scenario. 
The projects where the actual overall costs overruns the estimated overall cost are classified as 
bottom-up cost estimation scenarios because the overall cost is under-estimated. This could be 
due to under-estimated sub-estimates which violates sub-additivity. Whereas, the projects 
where the actual overall costs underruns the estimated overall costs are classified as top-down 
cost estimation scenario because the estimated overall cost is over-estimated which could be 
due to sub-additivity violation. Therefore, out of 144 projects, 55 projects were classified as the 
bottom-up scenarios while the rest of 89 projects were classified as the top-down scenarios. 
Table 5 shows the summary statistics of the dataset. 

Table 5: Function point descriptive statistics 

 Actual 
(man 
days) 

Estimated 
(man days) 

𝑈𝑈𝑈𝑈𝑈𝑈 𝐹𝐹𝐹𝐹 𝐼𝐼𝐼𝐼𝐼𝐼 𝐸𝐸𝐸𝐸𝐸𝐸 𝐸𝐸𝐸𝐸 𝐸𝐸𝐸𝐸 𝐸𝐸𝐸𝐸 

Mean 292.94 290.67 405.39 394.69 132.2 101.9 59.3 13.8 87.4 
Median 193.06 215.75 259.59 267.5 75.5 59.5 28 0 49 

Min 27.37 25 15.36 15 0 0 0 0 0 
Max 1959.12 1778.25 2075.8 1940 850 627 555 614 618 

 
For each bottom-up scenario, function point elements 𝐼𝐼𝐼𝐼𝐼𝐼,𝐸𝐸𝐸𝐸𝐸𝐸,𝐸𝐸𝐸𝐸,𝐸𝐸𝐸𝐸, and 𝐸𝐸𝐸𝐸 are converted to 
efforts which are then represented with probability distributions. From the probability 
distributions sub-estimates are estimated and the overall cost is the sum of the sub-estimates. 
For sub-additivity, the probability distributions of the function point elements are convolved 
which generates the probability distribution of 𝐹𝐹𝐹𝐹. The overall cost is estimated from the 
distribution of 𝐹𝐹𝐹𝐹 which is compared with the sum of the sub-costs. These steps are repeated 
for the proposed model and for the percentile based cost estimation approach. 
Similarly, for top-down scenario, the value of 𝐹𝐹𝐹𝐹 is first converted to effort which is then 
mapped to a probability distribution and the overall cost is estimated. The distribution of 𝐹𝐹𝐹𝐹 is 
then de-convolved to get the distributions of each function point elements and sub-estimates 
are estimated from each respective probability distribution. These sub-estimates are summed 
and compared with the estimated overall cost for sub-additivity. These steps are repeated using 
the proposed model and using the percentile based approach. 
Following steps were taken to implement the procedure described above for bottom-up and 
top-down scenarios. The unadjusted function point elements (𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈,𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈,𝑈𝑈𝑈𝑈𝑈𝑈,𝑈𝑈𝑈𝑈𝑈𝑈,𝑈𝑈𝑈𝑈𝑈𝑈) are 
converted to adjusted function point counts as follows, where, 𝑈𝑈𝑈𝑈𝑈𝑈 = 𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 + 𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 + 𝑈𝑈𝑈𝑈𝑈𝑈 +
𝑈𝑈𝑈𝑈𝑈𝑈 + 𝑈𝑈𝑈𝑈𝑈𝑈 and 𝑉𝑉𝑉𝑉𝑉𝑉 = 𝐹𝐹𝐹𝐹/𝑈𝑈𝑈𝑈𝑈𝑈: 

𝐼𝐼𝐼𝐼𝐼𝐼,𝐸𝐸𝐸𝐸𝐸𝐸,𝐸𝐸𝐸𝐸,𝐸𝐸𝐸𝐸,𝐸𝐸𝐸𝐸 =  𝑉𝑉𝑉𝑉𝑉𝑉×[𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈,𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈,𝑈𝑈𝑈𝑈𝑈𝑈,𝑈𝑈𝑈𝑈𝑈𝑈,𝑈𝑈𝑈𝑈𝑈𝑈]  (13) 
The estimated effort (man-days) required to develop an adjusted function point is: 

𝑝𝑝𝑝𝑝𝑝𝑝 𝐹𝐹𝐹𝐹 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = !"#$%&& !"#$%&#!' !"#$ (!"# !"#$)
!"

    (14) 
Then the overall effort (man-days) required for total function point element 𝐹𝐹𝐹𝐹 and sub-efforts 
required for each adjusted function point element 𝐼𝐼𝐼𝐼𝐼𝐼,𝐸𝐸𝐸𝐸𝐸𝐸,𝐸𝐸𝐸𝐸,𝐸𝐸𝐸𝐸 and 𝐸𝐸𝐸𝐸 is: 

𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑝𝑝𝑝𝑝𝑝𝑝 𝐹𝐹𝐹𝐹 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ×[𝐹𝐹𝐹𝐹]     (15) 
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒, 𝑒𝑒𝑒𝑒𝑒𝑒, 𝑒𝑒𝑒𝑒𝑒𝑒, 𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑝𝑝𝑝𝑝𝑝𝑝 𝐹𝐹𝐹𝐹 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ×[ILF, EIF, EI, EO, EQ]    (16) 

7) end user efficiency 8) on-line update 9) complex processing 10) reusability 
11) installation ease 12) operational ease 13) multiple sites and 14) facilities 
change. These values are summed and modified to calculate the VAF.

Case-Study Design

The case study classifies each project of the dataset to either bottom-up or 
top-down scenario. The projects where the actual overall costs overruns the 
estimated overall cost are classified as bottom-up cost estimation scenarios 
because the overall cost is under-estimated. This could be due to under-es-
timated sub-estimates which violates sub-additivity. Whereas, the projects 
where the actual overall costs underruns the estimated overall costs are clas-
sified as top-down cost estimation scenario because the estimated overall cost 
is over-estimated which could be due to sub-additivity violation. Therefore, 
out of 144 projects, 55 projects were classified as the bottom-up scenarios 
while the rest of 89 projects were classified as the top-down scenarios. Table 5 
shows the summary statistics of the dataset.

For each bottom-up scenario, function point elements ILF, EIF, EI, EO, 
and EQ are converted to efforts which are then represented with probability 
distributions. From the probability distributions sub-estimates are estimated 
and the overall cost is the sum of the sub-estimates. For sub-additivity, the 
probability distributions of the function point elements are convolved which 
generates the probability distribution of FP. The overall cost is estimated from 
the distribution of FP which is compared with the sum of the sub-costs. These 
steps are repeated for the proposed model and for the percentile based cost 
estimation approach.

Similarly, for top-down scenario, the value of FP is first converted to effort 
which is then mapped to a probability distribution and the overall cost is 
estimated. The distribution of FP is then de-convolved to get the distributions 
of each function point elements and sub-estimates are estimated from each 
respective probability distribution. These sub-estimates are summed and 
compared with the estimated overall cost for sub-additivity. These steps are 
repeated using the proposed model and using the percentile based approach.

Following steps were taken to implement the procedure described above 
for bottom-up and top-down scenarios. The unadjusted function point 
elements (UILF, UEIF, UEI, UEO, UEQ) are converted to adjusted function 
point counts as follows, where, UFP= UILF+ UEIF+ UEI+ UEO+ UEQ and 
VAF=FP/UFP:

[ILF, EIF, EI, EO, EQ]= VAF×[UILF, UEIF, UEI, UEO, UEQ]           (13)

The estimated effort (man-days) required to develop an adjusted function 
point is:

per FP effort = overall estimated cost (man days) 
   FP                      (14)
Then the overall effort (man-days) required for total function point 

element FP and sub-efforts required for each adjusted function point element 
ILF,EIF,EI,EO and EQ is:

eFP=per FP effort ×[FP]                       (15)
[eILF, eEIF, eEI, eEO, eEQ] = per FP effort × [ILF ,EIF ,EI, EO, EQ]           (16)
These estimated efforts of eILF, eEIF, eEI, eEO, eEQ and eFP are represent-

ed with appropriate probability distributions. Parametric probability distribu-
tions often possess a sub-additive behavior; for example, a gamma distribution 
has the following property: Γ(k,θ1+...+θn)= Γ(k,θ1 )+...+Γ(k,θn) (Veerarajan, 
2008) which is sub-additive. Whereas, the aim of the case study is to observe 
situations of sub-additivity violations to study the model’s ability to handle 
such violations. Therefore, a non-parametric distribution X̃  is defined which is 
a mixture of a gamma distribution X and a discrete probability distribution 𝕏i 
such that (Daníelsson et al., 2005),

X̃=X~Γ(k,θ) + 𝕏i 
0 0.991
𝔼[X]x10 0.991

                           (17)

The probability distribution X̃  explains: that there is a 99.1% probability 
that the estimated cost from X is the right estimate and 𝕏i takes a value 0; fur-
thermore, there is a 0.9% probability that the estimate is 10 times the expec-
tation of X, i.e., 𝔼[X]. At 99% probability a value of X̃  could experience a large 
value leading to sub-additivity violation; therefore, the case study estimates 
the costs at 99% probability, i.e., a=0.99.

Bottom-up scenarios

For bottom-up cost scenarios, the estimated sub-efforts of each function 
point element (eILF, eEIF, eEI, eEO, eEQ) are mapped to gamma distributions 
and mixed with respective discrete distributions of 𝕏i. For example, the estimat-
ed effort eILF of function point element ILF is mapped to the gamma distribu-
tion, i.e., eILF ↦ 𝔼[XeILF ~ Γ(k,θ)]. Therefore, eILF is modeled with the random 
variable XeILF which is mixed with the respective discrete random variable, 𝕏i 
and the random variable X̃eILF is generated. The estimated efforts of eILF, eEIF, 
eEI, eEO and eEQ are represented with random variables X̃eILF, X̃eEIF, X̃eEI, 
X̃eEO and X̃eEQ, respectivley. The sub-estimates of ρ(X̃eILF), ρ(X̃eEIF), ρ(X̃eEI), 
ρ(X̃eEO) and ρ(X̃eEQ) are then estimated at 99% probability keeping w=89%, i.e., 
a=0.9,w=0.89, respectivley, using equation (9). The overall cost is the sum of the 
sub-estimates, i.e., ρ(X̃eILF) + ρ(X̃eEIF) + ρ(X̃eEI) + ρ(X̃eEO) + ρ(X̃eEQ).

For sub-additivity, the random variable X̃eFP to represent the overall 
cost is generated which is the sum of the random variables of sub-estimates, 
i.e., X̃eFP = X̃eILF + X̃eEIF + X̃eEI + X̃eEO + X̃eEQ. The probability distri-
bution of X̃eFP is the convolution of the probability distributions of X̃eILF, 
X̃eEIF, X̃eEI, X̃eEO and X̃eEQ. Then the overall cost ρ(X̃eFP) is estimated at 
99% probability keeping w=0.89 using equation (9). The sub-additivity is 
tested as follows:

ρ(X̃eFP) ≤ ρ(X̃eILF) + ρ(X̃eEIF) + ρ(X̃eEI) + ρ(X̃eEO) + ρ(X̃EQ)        (18)
The same procedure is repeated for percentile based cost estimation 

approach where the sub-costs and the overall costs are estimated at 99% 
probability from the respective probability distributions and sub-additivity is 
tested using equation (18).

Top-Down scenarios

The estimated overall effort eFP is represented with the random variable 
X̃eFP and the overall cost ρ(X̃eFP) is estimated at 99% keeping w=0.89 using 
equation (9). For sub-additivity test, the random variable X̃eFP is decomposed 
into random variables X̃eILF, X̃eEIF, X̃eEI, X̃eEO and X̃eEQ based on their 
respective shares of ILF, EIF, EI, EO and EQ. The probability distributions of 
random variables X̃eILF, X̃eEIF, X̃eEI, X̃eEO and X̃eEQ are de-convolved from 

the probability distribution of X̃eFP. Then the sub-estimates of ρ(X̃eILF),  
ρ(X̃eEIF), ρ(X̃eEI), ρ(X̃eEO) and ρ(X̃eEQ) are estimated at 99% at w=0.89 using 
the proposed model defined by equation (9). Sub-additivity is tested using 
equation (18). The same procedure is repeated for the percentile based ap-
proach where overall cost and sub-estimates are estimated at 99% probability. 
Then the sub-additivity is tested using equation (18).

Case-Study results

Table 6 presents the results from the proposed model which includes the 
sub-estimates ρ(X̃eILF), ρ(X̃eEIF), ρ(X̃eEI), ρ(X̃eEO) and ρ(X̃eEQ) and the es-
timated overall cost of ρ(X̃eFP) of bottom-up scenarios at 99% probability. To 
elaborate on the calculations, consider project 10, refer to Kitchenham (2001, 
2002) for function point data:

UFP = UILF + UEIF + UEI + UEO + UEQ =4+26 +37+0+0=67
FP=84.42
VAF=FP/UFP=1.26
The adjusted function point elements ILF, EIF, EI, EO and EQ are calcu-

lated as follows:
[ILF, EIF, EI, EO, EQ] = VAF × [UILF, UEIF, UEI, UO, UEQ] = 

[5.04,32.76,46.62,0,0]
The estimated effort required to complete one adjusted function point 

element is:
FPeffort = overall estimated cost (man days) = 885/8 = 1.31 man days/  

                  FP        84,42    function point 
The effort required for each function point element:
[eILF, eEIF, eEI, eEO, eEQ]= FPeffort×[ILF, EIF, EI, EO,EQ ]= 

[6.60,42.93,61.1,0,0] man days
These efforts are mapped to respective gamma distributions Γ(k,θ):
eILF=6.60↦ 𝔼 [XeILF~Γ(k,θ)]=XeILF~Γ(k=2,θ=3.3)
eEIF= 42.93↦ 𝔼 [XeEIF~Γ(k,θ)]=XeEIF~Γ(k=2,θ=21.46)
eEI= 61.1↦ 𝔼 [XeEI~Γ(k,θ)]=XeEI~Γ(k=2,θ=30.55)
Where eEO and eEQ are zero. These gamma distributions are mixed with 

the respective discrete distributions to get X̃:

X̃eILF = XeILF + 𝕏i 
0

6.60 x10

X̃eEIF = XeEIF + 𝕏i 

0
42.93 x10 

X̃eEI = XeEI + 𝕏i 
0

61.1 x10

Then the estimated sub-estimates using the proposed model are:
ρ(X̃eILF)=16.14 man days
 ρ(X̃eEIF)=107.06 man days
ρ(X̃eEI)=152.54 man days
ρ(X̃eEO)=0 man days
 ρ(X̃eEQ)=0 man days
Therefore, for the bottom-up scenario of project 10, the overall cost is the 

sum of the sub-estimates:
ρ(X̃eILF) +ρ(X̃eEIF) +ρ(X̃eEI) +ρ(X̃eEO) +ρ(X̃eEQ) =276 man days
For sub-additivity test, the random variables X̃eILF, X̃eEIF, X̃eEI, X̃eEO 

and X̃eEQ are summed and the random variable X̃eFP is generated, i.e., X̃eILF 
+X̃eEIF +X̃eEI +X̃eEO +X̃eEQ =X̃eFP; the probability distribution of X̃eFP is the 
convolution of the distributions of X̃eILF, X̃eEIF, X̃eEI, X̃eEO and X̃eEQ. Then 
the estimated overall cost from X̃eFP is using the proposed model:

ρ(X̃eFP)=248 man days
Now the sub-additivity can be tested as follows:

 {ρ(X̃eFP) =248} ≤ {ρ(X̃eILF) +ρ(X̃eEIF) +ρ(X̃eEI) +ρ(X̃eEO)+ρ(X̃eEQ) =276}
The sub-additivity equality holds and fulfills the sub-additivity property. 

For illustration, the probability distribution of the random variable X̃eEI is 
shown in Figure 4 which has the estimated effort of eEI=61.1 man-months. 
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Th e hump on the tail of the probability distribution of X̃eEI is due to convolving the distri-
bution XeEI ~ Γ(k=2,θ=30.55) with the discrete distribution 

𝕏eEIi 

0 0.991
61.1 x10     0.009

which converts the distribution XeEI ~ Γ(k=2,θ=30.55) into a non-parametric 
distribution.

Furthermore, Table 7 present the results of percentile based cost estimation approach 
for the bottom-up scenarios. Th e costs are estimated at 99% probability from the respec-
tive distributions of X̃eILF, X̃eEIF, X̃eEI, X̃eEO and X̃eEQ. For example, the project 10 has 
the following percentile based sub-estimates from the distributions of X̃eILF, X̃eEIF, X̃eEI, 
X̃eEO and X̃eEQ: 30, 196, 279, 0 and 0 man-days, respectively. Th e overall cost is the sum 
of the sub-estimates, i.e., 30+196+279+0+0=505 man-days. However, the percentile based 
estimated overall cost from the distribution of X̃eFP at 99% probability is 607 man-months. 
Th ese results show a violation of sub-additivity since: 607>(30+196+279+0+0=505).

Th e results of top-down scenarios using the proposed model at 99% probability are 
tabulated in Table 8; for example, consider project 8 which has an estimated overall eff ort in 
terms of adjusted function point of FP=225.54

Th e estimated eff ort required to complete one adjusted function point element is:
FPeff ort = overall estimated cost (man days) = 1800/8 = 0.9976 man days/   

           FP        225,54    function point 
eFP=FPeff ort×FP=225.54×0.9976= 225 man days
Which is mapped to the expectation of gamma distribution Γ(k,θ) such that:
eFP=225↦ 𝔼[XeFP~Γ(k,θ)]=XeFP~Γ(k=2,θ=112.5)
Th e distribution of XeFP is mixed with 𝕏ias follows:

X̃eFP=XeFP+ 𝕏i 
0

225 x10

Th en the estimated overall cost at 99% using the proposed model is ρ(X̃eFP)=492 
man-months. For sub-additivity, the random variable X̃eFP is decomposed into random 
variables X̃eILF, X̃eEIF, X̃eEI, X̃eEO and X̃eEQ based on the respective shares of ILF=63, 
EIF=5, EI=72, EO=0 and EQ=39, respectively (Kitchenham, 2001, 2002) such that X̃eFP= 
X̃eILF+X̃eEIF+X̃eEI+X̃eEO+X̃eEQ. Th e probability distributions of X̃eILF, X̃eEIF, X̃eEI, X̃eEO 
and X̃eEQ were de-convolved from the distribution of X̃eFP.

Th en the estimated sub-estimates using the proposed model are as follows:
ρ(X̃eILF)=197.94 man days
 ρ(X̃eEIF)=15.10 man days
ρ(X̃eEI)=226.40 man days
ρ(X̃eEO)=0 man days
 ρ(X̃eEQ)=122.48 man days
Th erefore, the estimated overall cost is the sum of the sub-estimates:
ρ(X̃eILF)+ρ(X̃eEIF)+ρ(X̃eEI)+ρ(X̃eEO)+ρ(X̃eEQ)=561 man days
Th ese results confi rms the sub-additivity, i.e., { ρ(X̃eFP)=492} ≤ {ρ(X̃eILF) +ρ(X̃eEIF) 

+ρ(X̃eEI) +ρ(X̃eEO) +ρ(X̃eEQ) = 561}.
Th e percentile based cost estimates for top-down scenarios at 99% probability are 

given is Table 9. For example for project 8, the estimated overall cost from the distribution 
of X̃eFP at 99% probability is 1053 man-days. Th e sub-estimates are estimated from the 
respective distributions of X̃eILF, X̃eEIF, X̃eEI, X̃eEO and X̃eEQ, at 99% which are 362, 29, 
414, 0 and 224 man-days, respectively. Th e overall cost is the sum of the sub-estimates, 
i.e., 362+29+414+0+224=1029 man-days. Th is is a violation of the sub-additivity since the 
estimated overall cost of 1053 man-days is more than the sum of the sub-estimates of 1029 
man-months, i.e., 1053>(362+29+414+0+224=1029).

Th e results of the case-study show that for the bottom-up scenarios, the proposed 
model holds the sub-additivity property; whereas the percentile based estimates violates 
sub-additivity for the projects 10, 18, 20, 24, 38, 42, 52, 81, 90, 103 and 122; therefore, out 
of 55 projects 11 projects violated the sub-additivity. Similarly, for the top-down scenarios, 
while the proposed model fulfi lls the sub-additivity for all the projects the percentile based 
estimates fails the sub-additivity for the projects 8, 34, 36, 50, 51, 59, 69, 76, 83, 93, 104, 117, 
134, 138, and 145; altogether 15 out of 89 projects failed the percentile based sub-additivity. 
Th erefore, altogether 26 out of 144, i.e., 18%, projects experienced sub-additive adjustments 
in estimated costs.

Note the large diff erences between the estimated costs from the proposed model and the 
estimated costs from the percentile based approach. For example, the estimated overall cost 

The sub-additivity equality holds and fulfills the sub-additivity property. For illustration, the 
probability distribution of the random variable 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 is shown in Figure 4 which has the 
estimated effort of 𝑒𝑒𝐸𝐸𝐸𝐸=61.1 man-months. The hump on the tail of the probability distribution of 
𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 is due to convolving the distribution 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒~Γ 𝑘𝑘 = 2, 𝜃𝜃 = 30.55  with the discrete 
distribution 𝕏𝕏𝑒𝑒𝐸𝐸𝐸𝐸!  0                          0.991

61.1×10            0.009  , which converts the distribution 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒~Γ 𝑘𝑘 = 2, 𝜃𝜃 =

30.55  into a non-parametric distribution. 
Table 6: Bottom-up estimates at 99% using the proposed model 

(Sub-additivity:	pass	ü,	fail	û) 

 𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 	 𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 	 𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 	 𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 	 𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 	 𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 	

𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
+ 𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
+ 𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒
+ 𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒
+ 𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 	

	

3	 2186	 662	 141	 359	 46	 1374	 2582	 ü	

6	 269	 263	 0	 0	 0	 11	 274	 ü 

9	 319	 251	 10	 27	 0	 72	 360	 ü 

10	 248	 16	 107	 153	 0	 0	 276	 ü 

11	 568	 128	 242	 87	 0	 206	 663	 ü 

17	 140	 111	 28	 0	 0	 19	 158	 ü 

18	 255	 30	 102	 120	 0	 44	 296	 ü 

19	 101	 38	 15	 21	 42	 0	 116	 ü 

20	 62	 44	 0	 24	 0	 0	 68	 ü 

24	 566	 345	 211	 33	 57	 19	 665	 ü 

28	 511	 209	 138	 49	 17	 188	 601	 ü 

29	 1482	 203	 360	 927	 11	 263	 1764	 ü 

30	 1036	 508	 373	 219	 85	 42	 1227	 ü 

31	 522	 257	 128	 120	 10	 107	 622	 ü 

33	 880	 490	 161	 77	 0	 305	 1033	 ü 

35	 1043	 547	 293	 96	 0	 291	 1227	 ü 

37	 1286	 290	 161	 709	 56	 334	 1550	 ü 

38	 362	 200	 36	 0	 0	 168	 404	 ü 

41	 1136	 40	 1046	 116	 0	 28	 1230	 ü 

42	 681	 269	 361	 69	 11	 89	 799	 ü 

45	 1482	 387	 531	 93	 187	 569	 1767	 ü 

46	 480	 0	 480	 0	 0	 0	 480	 ü 

52	 482	 72	 216	 12	 0	 246	 546	 ü 

54	 353	 111	 45	 23	 0	 232	 411	 ü 

55	 966	 219	 699	 40	 0	 159	 1117	 ü 

56	 779	 288	 268	 130	 8	 216	 910	 ü 

60	 1352	 76	 68	 102	 1117	 202	 1565	 ü 

70	 461	 139	 146	 6	 0	 235	 526	 ü 

73	 2095	 530	 891	 356	 0	 681	 2458	 ü 

75	 996	 505	 345	 69	 0	 242	 1161	 ü 

77	 115	 24	 13	 19	 0	 79	 135	 ü 

81	 219	 122	 52	 0	 0	 75	 249	 ü 

82	 595	 186	 233	 16	 0	 238	 673	 ü 

85	 695	 281	 242	 89	 0	 197	 809	 ü 

87	 1081	 593	 217	 97	 0	 364	 1271	 ü 

89	 556	 365	 161	 57	 0	 72	 655	 ü 

90	 893	 150	 398	 54	 0	 426	 1028	 ü 

92	 3721	 1167	 2070	 509	 100	 609	 4455	 ü 

94	 1049	 385	 240	 250	 133	 257	 1265	 ü 

95	 171	 53	 11	 48	 45	 43	 200	 ü 

103	 425	 229	 42	 151	 0	 77	 499	 ü 

105	 156	 18	 42	 100	 24	 0	 184	 ü 

108	 489	 122	 231	 80	 18	 134	 585	 ü 

112	 1116	 511	 380	 124	 0	 292	 1307	 ü 

113	 593	 138	 265	 132	 0	 164	 699	 ü 

114	 261	 172	 59	 20	 0	 54	 305	 ü 

119	 53	 7	 30	 19	 5	 0	 61	 ü 

121	 436	 68	 43	 329	 62	 12	 514	 ü 

122	 219	 110	 5	 14	 0	 114	 243	 ü 

124	 985	 647	 27	 273	 132	 93	 1172	 ü 

125	 187	 85	 75	 33	 11	 16	 220	 ü 

128	 1065	 484	 287	 229	 56	 226	 1282	 ü 

132	 701	 486	 10	 162	 0	 146	 804	 ü 

133	 352	 122	 36	 185	 0	 71	 414	 ü 

144	 272	 68	 68	 68	 68	 50	 322	 ü 

 
Furthermore, Table 7 present the results of percentile based cost estimation approach for the 
bottom-up scenarios. The costs are estimated at 99% probability from the respective 
distributions of 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 and 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸. For example, the project 10 has the 
following percentile based sub-estimates from the distributions of 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 
and 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸: 30, 196, 279, 0 and 0 man-days, respectively. The overall cost is the sum of the sub-
estimates, i.e., 30+196+279+0+0=505 man-days. However, the percentile based estimated overall 
cost from the distribution of 𝑋𝑋𝑒𝑒FP at 99% probability is 607 man-months. These results show a 
violation of sub-additivity since: 607 > (30 + 196 + 279 + 0 + 0 = 505). 

Table 7: Bottom-up percentile estimates for at 99% probability 

(Sub-additivity:	pass	ü,	fail	û) 

	 FP	 ILF	 EIF	 EI	 EO	 EQ	 ILF+EIF+EI+EO+EQ	 	
3	 4269	 1207	 257	 654	 86	 2505	 4709	 ü	

6	 486	 481	 0	 0	 0	 21	 502	 ü	

TABLE 06. Bottom-up estimates at 99% using 
the proposed model
for the bottom-up scenario of project 10 using the proposed model 
is 248 man-days while the percentile based approach produces the 
overall cost of 607 man-months. Similarly, for the top-down sce-
nario, the overall estimated cost using the proposed model is 492 
man-days while the percentile based overall cost is 1053 man-days. 

TABLE 07. Bottom-up percentile 
estimates for at 99% probability

75	 996	 505	 345	 69	 0	 242	 1161	 ü 

77	 115	 24	 13	 19	 0	 79	 135	 ü 

81	 219	 122	 52	 0	 0	 75	 249	 ü 

82	 595	 186	 233	 16	 0	 238	 673	 ü 

85	 695	 281	 242	 89	 0	 197	 809	 ü 

87	 1081	 593	 217	 97	 0	 364	 1271	 ü 

89	 556	 365	 161	 57	 0	 72	 655	 ü 

90	 893	 150	 398	 54	 0	 426	 1028	 ü 

92	 3721	 1167	 2070	 509	 100	 609	 4455	 ü 

94	 1049	 385	 240	 250	 133	 257	 1265	 ü 

95	 171	 53	 11	 48	 45	 43	 200	 ü 

103	 425	 229	 42	 151	 0	 77	 499	 ü 

105	 156	 18	 42	 100	 24	 0	 184	 ü 

108	 489	 122	 231	 80	 18	 134	 585	 ü 

112	 1116	 511	 380	 124	 0	 292	 1307	 ü 

113	 593	 138	 265	 132	 0	 164	 699	 ü 

114	 261	 172	 59	 20	 0	 54	 305	 ü 

119	 53	 7	 30	 19	 5	 0	 61	 ü 

121	 436	 68	 43	 329	 62	 12	 514	 ü 

122	 219	 110	 5	 14	 0	 114	 243	 ü 

124	 985	 647	 27	 273	 132	 93	 1172	 ü 

125	 187	 85	 75	 33	 11	 16	 220	 ü 

128	 1065	 484	 287	 229	 56	 226	 1282	 ü 

132	 701	 486	 10	 162	 0	 146	 804	 ü 

133	 352	 122	 36	 185	 0	 71	 414	 ü 

144	 272	 68	 68	 68	 68	 50	 322	 ü 

 
Furthermore, Table 7 present the results of percentile based cost estimation approach for the 
bottom-up scenarios. The costs are estimated at 99% probability from the respective 
distributions of 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 and 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸. For example, the project 10 has the 
following percentile based sub-estimates from the distributions of 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 
and 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸: 30, 196, 279, 0 and 0 man-days, respectively. The overall cost is the sum of the sub-
estimates, i.e., 30+196+279+0+0=505 man-days. However, the percentile based estimated overall 
cost from the distribution of 𝑋𝑋𝑒𝑒FP at 99% probability is 607 man-months. These results show a 
violation of sub-additivity since: 607 > (30 + 196 + 279 + 0 + 0 = 505). 

Table 7: Bottom-up percentile estimates for at 99% probability 

(Sub-additivity:	pass	ü,	fail	û) 

	 FP	 ILF	 EIF	 EI	 EO	 EQ	 ILF+EIF+EI+EO+EQ	 	
3	 4269	 1207	 257	 654	 86	 2505	 4709	 ü	

6	 486	 481	 0	 0	 0	 21	 502	 ü	

9	 561	 460	 20	 49	 0	 134	 663	 ü	

10	 607	 30	 196	 279	 0	 0	 505	 û	

11	 1142	 235	 442	 160	 0	 376	 1213	 ü	

17	 241	 204	 51	 0	 0	 35	 290	 ü	

18	 555	 56	 187	 220	 0	 81	 544	 û	

19	 208	 71	 28	 39	 79	 0	 217	 ü	

20	 143	 81	 0	 45	 0	 0	 126	 û	

24	 1258	 630	 384	 61	 104	 35	 1214	 û	

28	 1017	 382	 252	 91	 32	 343	 1100	 ü	

29	 2611	 372	 658	 1690	 21	 481	 3222	 ü	

30	 2218	 928	 681	 400	 156	 78	 2243	 ü	

31	 939	 470	 234	 219	 20	 197	 1140	 ü	

33	 1860	 895	 295	 142	 0	 556	 1888	 ü	

35	 2024	 998	 535	 176	 0	 531	 2240	 ü	

37	 2353	 529	 294	 1294	 103	 610	 2830	 ü	

38	 882	 366	 67	 0	 0	 307	 740	 û	

41	 2000	 73	 1907	 213	 0	 52	 2245	 ü	

42	 1558	 492	 660	 127	 20	 164	 1463	 û	

45	 2852	 707	 969	 171	 342	 1037	 3226	 ü	

46	 875	 0	 875	 0	 0	 0	 875	 ü	

52	 1121	 132	 394	 23	 0	 450	 999	 û	

54	 709	 204	 83	 43	 0	 423	 753	 ü	

55	 1678	 400	 1276	 74	 0	 291	 2041	 ü	

56	 1456	 526	 489	 238	 16	 395	 1664	 ü	

60	 2292	 139	 126	 186	 2037	 368	 2856	 ü	

70	 943	 255	 267	 11	 0	 429	 962	 ü	

73	 4074	 967	 1626	 650	 0	 1241	 4484	 ü	

75	 2097	 922	 630	 127	 0	 443	 2122	 ü	

77	 197	 45	 25	 35	 0	 145	 250	 ü	

81	 459	 223	 96	 0	 0	 138	 457	 û	

82	 1194	 341	 426	 31	 0	 436	 1234	 ü	

85	 1351	 513	 442	 164	 0	 360	 1479	 ü	

87	 2243	 1082	 397	 178	 0	 664	 2321	 ü	

89	 1065	 666	 295	 104	 0	 132	 1197	 ü	

90	 2013	 273	 726	 99	 0	 778	 1876	 û	

92	 7413	 2128	 3774	 929	 183	 1112	 8126	 ü	

94	 1822	 702	 438	 457	 245	 469	 2311	 ü	

95	 289	 97	 22	 88	 84	 79	 370	 ü	

103	 915	 417	 79	 276	 0	 141	 913	 û	

105	 289	 33	 78	 183	 44	 0	 338	 ü	

108	 921	 223	 422	 147	 33	 246	 1071	 ü	

112	 2273	 932	 693	 227	 0	 533	 2385	 ü	

113	 1111	 252	 484	 242	 0	 301	 1279	 ü	

114	 458	 314	 110	 37	 0	 99	 560	 ü	

119	 114	 14	 56	 34	 10	 0	 114	 ü	

121	 725	 126	 80	 600	 114	 23	 943	 ü	

122	 534	 201	 9	 26	 0	 209	 445	 û	

124	 1842	 1180	 50	 500	 241	 170	 2141	 ü	

125	 403	 155	 138	 60	 22	 30	 405	 ü	

128	 1963	 883	 524	 418	 103	 413	 2341	 ü	

132	 1234	 887	 18	 296	 0	 268	 1469	 ü	

133	 746	 223	 66	 338	 0	 130	 757	 ü	

144	 428	 125	 125	 125	 125	 92	 592	 ü	

 
The results of top-down scenarios using the proposed model at 99% probability are tabulated in 
Table 8; for example, consider project 8 which has an estimated overall effort in terms of 
adjusted function point of 𝐹𝐹𝐹𝐹 = 225.54 
The estimated effort required to complete one adjusted function point element is: 
𝐹𝐹𝑃𝑃!""#$% =

!"#$%&& !"#$%&#!' !"#$ (!"# !"#$)
!"

= !"##/!
!!".!"

= 0.9976 𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑/𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  
𝑒𝑒𝑒𝑒𝑒𝑒 = 𝐹𝐹𝑃𝑃!""#$%×𝐹𝐹𝐹𝐹 = 225.54×0.9976 =  225 𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
Which is mapped to the expectation of gamma distribution Γ 𝑘𝑘, 𝜃𝜃  such that: 
𝑒𝑒𝑒𝑒𝑒𝑒 = 225 ↦ 𝔼𝔼 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒~𝛤𝛤 𝑘𝑘, 𝜃𝜃 = 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒~𝛤𝛤 𝑘𝑘 = 2, 𝜃𝜃 = 112.5  
The distribution of 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 is mixed with 𝕏𝕏! as follows: 
𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑋𝑋𝑋𝑋𝑋𝑋𝑋𝑋 +  𝕏𝕏!  0

225×10   
Then the estimated overall cost at 99% using the proposed model is 𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 =492 man-
months. For sub-additivity, the random variable 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 is decomposed into random 
variables 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 and 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 based on the respective shares of 𝐼𝐼𝐼𝐼𝐼𝐼 =
63,𝐸𝐸𝐸𝐸𝐸𝐸 = 5,𝐸𝐸𝐸𝐸 = 72,𝐸𝐸𝐸𝐸 = 0 and 𝐸𝐸𝐸𝐸 = 39, respectively (Kitchenham, 2001, 2002) such 
that 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼 + 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸 + 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 + 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒. The probability distributions of 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼, 
𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 and 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 were de-convolved from the distribution of 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒. 
Then the estimated sub-estimates using the proposed model are as follows: 
𝜌𝜌 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼 = 197.94 𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸 = 15.10 𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 = 226.40 𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 = 0 𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 = 122.48 𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
Therefore, the estimated overall cost is the sum of the sub-estimates: 
𝜌𝜌 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼 + 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸 + 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 + 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 + 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 = 561 𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
These results confirms the sub-additivity, i.e.,  𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 = 492 ≤ 𝜌𝜌 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼 + 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸 +
𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 + 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 + 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 = 561 . 

Table 8: Top-down estimate using the proposed model at 99% probability 

(Sub-additivity:	pass	ü,	fail	û) 

Th is phenomenon is due to long extended tail of the gamma distribution which reaches to 
large value with small changes in probabilities. Th e proposed model has a maximum and 
minimum range which keeps the estimates well within the defi ned region. Whereas, the 
percentile based estimates reaches to large amounts of estimated costs.

Furthermore, the case-study focused on the estimated costs at 99% probability to 
stress the sub-additivity, while project managers are keen to estimate the cost at 70% 
probability (Fairley, 1995). Th erefore, let’s consider the bottom-up scenario of project 
10 and estimate the cost at 75% probability, i.e., a=0.75, and letting w=0.65, so that the 
probability of the estimate is approximately around 70%. Th e estimated sub-estimates 
at 75% probability are 7.64, 52.55, 75.07, 0 and 0 man-days, and their sum comes to 
135.26 man-days. While, the estimated overall cost from the aggregated distribution is 
133 man-days. Th erefore, for project 10 at 75% probability the sub-estimates using the 
proposed model are sub-additive, i.e., 133≤(7.64+52.55+75.07+0+0=135.26).

 Similarly, for the top-down scenario of project 8, the estimated overall cost at 75% 
probability using the proposed model is 268 man-days. Furthermore, the de-convolved 
distributions produce the following sub-estimates: 97.45, 7.24, 111.43, 0 and 60.14 man-
days. Th ese results show that the estimated overall estimate is sub-additive, i.e., 268≤(97.45
+7.24+111.43+0+60.14=276.26).

Case Study Limitations

Th e case-study focuses on the gamma probability distribution; nonetheless, other 
parametric distributions, i.e., Gaussian and Weibull, are good candidates to represent 
the cost of software projects. Generally, parametric distributions are sub-additive; how-
ever, there are diff erent shape and scale parameters involved in the construction of dif-
ferent probability distributions. Th erefore, careful consideration should be given to the 
sub-additive behavior of estimates originating from diff erent probability distributions.

Furthermore, diff erent confi dence levels produce diff erent estimates; the case study 
tested the sub-additivity at 99% probability because the probability distributions are 
constructed to violate sub-additivity at 99% probability and how the proposed model 
handles sub-additivity violations. Testing the proposed model with diff erent probabilis-
tic levels will further enhance our understanding of the behavior of the modes.

4.Conclusions
Software development projects are known for runaway costs; therefore, cost esti-

mation is a critical activity for the management of software development projects. As 
software engineering moves into the probabilistic domain; the cost of software projects 
is represented with probabilistic models. Traditionally, the estimated cost is a percentile 
of a probability distribution. However, such percentiles based estimated costs may not be 
sub-additive. Th e sub-additivity becomes more evident with the bottom-up and top-down 
cost estimation processes due to aggregations and decompositions of costs. A model to 
estimate the cost of software projects has been proposed which produces sub-additive cost 
estimates. For bottom-up cost estimation scenarios, the model ensures that the sum of the 
sub-estimates provides a good representation of the overall estimate. Similarly, for top-
down cost estimation scenarios the model ensures that the decomposition of an estimated 
overall estimate is a good representation of sub-estimates.

Sub-additivity plays a critical part in the cost estimation as it may contribute to 
under-estimations and over-estimations of costs which leads to cost overruns and un-
derruns. While research continues to improve representation of cost and to fi nd better 
cost estimation models, care should be taken to validate the sub-additivity of estimates 
originating from cost estimation models.

Sub-additivity only ensures the natural aggregation and decomposition of estimates 
(Evans, et al, 1984). It is possible for cost estimation models to produce perfectly sub-ad-
ditive estimates that are either over-estimated or under-estimated. Sub-additivity is one 
factor which could contributes to under-estimation and over-estimation besides other 
factors. Lederer, et al., (1995) presented a list of 24 factors which are responsible for inac-
curate estimates and Jørgensen (2004a) investigated factors related to eff ort estimation 
errors of software projects. Th e proposed model establishes sub-additivity as a factor for 
the construction of cost estimation models. Furthermore, sub-additivity of estimates is 
not only related to estimates originating from probability distributions; rather, estimates 
from any cost estimation technique can violate sub-additivity.
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104	 459	 62	 175	 267	 0	 27	 531	 ü	

106	 573	 227	 159	 129	 8	 149	 672	 ü	

107	 271	 168	 71	 0	 0	 71	 310	 ü	

109	 661	 389	 68	 216	 24	 93	 790	 ü	

110	 710	 55	 577	 61	 122	 0	 815	 ü	

111	 3291	 2021	 931	 302	 218	 504	 3976	 ü	
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116	 793	 627	 59	 66	 0	 160	 912	 ü	

117	 99	 69	 8	 34	 0	 0	 111	 ü	

118	 991	 333	 404	 154	 0	 266	 1157	 ü	

120	 155	 46	 57	 54	 0	 23	 180	 ü	

123	 2300	 620	 770	 561	 106	 665	 2722	 ü	
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137	 750	 194	 322	 72	 0	 285	 873	 ü	

138	 364	 164	 178	 0	 3	 64	 409	 ü	
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140	 90	 36	 7	 20	 0	 40	 103	 ü	

141	 249	 198	 72	 0	 0	 0	 270	 ü	

142	 120	 77	 34	 0	 0	 26	 137	 ü	

143	 727	 187	 224	 324	 0	 120	 855	 ü	

 
The percentile based cost estimates for top-down scenarios at 99% probability are given is Table 
9. For example for project 8, the estimated overall cost from the distribution of 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 at 99% 
probability is 1053 man-days. The sub-estimates are estimated from the respective distributions 
of 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 and 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸, at 99% which are 362, 29, 414, 0 and 224 man-days, 
respectively. The overall cost is the sum of the sub-estimates, i.e., 362+29+414+0+224=1029 man-
days. This is a violation of the sub-additivity since the estimated overall cost of 1053 man-days 
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58	 199	 59	 65	 0	 0	 101	 225	 ü	
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63	 604	 182	 172	 18	 0	 325	 697	 ü	
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TABLE 08. Top-down estimate using the proposed model at 99% probability
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The results of top-down scenarios using the proposed model at 99% probability are tabulated in 
Table 8; for example, consider project 8 which has an estimated overall effort in terms of 
adjusted function point of 𝐹𝐹𝐹𝐹 = 225.54 
The estimated effort required to complete one adjusted function point element is: 
𝐹𝐹𝑃𝑃!""#$% =

!"#$%&& !"#$%&#!' !"#$ (!"# !"#$)
!"

= !"##/!
!!".!"

= 0.9976 𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑/𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  
𝑒𝑒𝑒𝑒𝑒𝑒 = 𝐹𝐹𝑃𝑃!""#$%×𝐹𝐹𝐹𝐹 = 225.54×0.9976 =  225 𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
Which is mapped to the expectation of gamma distribution Γ 𝑘𝑘, 𝜃𝜃  such that: 
𝑒𝑒𝑒𝑒𝑒𝑒 = 225 ↦ 𝔼𝔼 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒~𝛤𝛤 𝑘𝑘, 𝜃𝜃 = 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒~𝛤𝛤 𝑘𝑘 = 2, 𝜃𝜃 = 112.5  
The distribution of 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 is mixed with 𝕏𝕏! as follows: 
𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑋𝑋𝑋𝑋𝑋𝑋𝑋𝑋 +  𝕏𝕏!  0

225×10   
Then the estimated overall cost at 99% using the proposed model is 𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 =492 man-
months. For sub-additivity, the random variable 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 is decomposed into random 
variables 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 and 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 based on the respective shares of 𝐼𝐼𝐼𝐼𝐼𝐼 =
63,𝐸𝐸𝐸𝐸𝐸𝐸 = 5,𝐸𝐸𝐸𝐸 = 72,𝐸𝐸𝐸𝐸 = 0 and 𝐸𝐸𝐸𝐸 = 39, respectively (Kitchenham, 2001, 2002) such 
that 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼 + 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸 + 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 + 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒. The probability distributions of 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼, 
𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸, 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 and 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 were de-convolved from the distribution of 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒. 
Then the estimated sub-estimates using the proposed model are as follows: 
𝜌𝜌 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼 = 197.94 𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸 = 15.10 𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 = 226.40 𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 = 0 𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 = 122.48 𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
Therefore, the estimated overall cost is the sum of the sub-estimates: 
𝜌𝜌 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼 + 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸 + 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 + 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 + 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 = 561 𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
These results confirms the sub-additivity, i.e.,  𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 = 492 ≤ 𝜌𝜌 𝑋𝑋𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼 + 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸 +
𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 + 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 + 𝜌𝜌 𝑋𝑋𝑒𝑒𝐸𝐸𝐸𝐸 = 561 . 

Table 8: Top-down estimate using the proposed model at 99% probability 

(Sub-additivity:	pass	ü,	fail	û) 
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𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
+ 𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
+ 𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒
+ 𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒
+ 𝜌𝜌 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒 	

	

1	 133	 43	 11	 90	 0	 8	 152	 ü	

2	 365	 91	 106	 206	 0	 23	 426	 ü	

4	 438	 72	 322	 103	 0	 0	 497	 ü	

5	 1022	 302	 426	 169	 0	 300	 1197	 ü	

7	 777	 434	 272	 45	 0	 155	 906	 ü	

8	 492	 198	 15	 226	 0	 122	 561	 ü	

12	 361	 92	 151	 125	 22	 39	 429	 ü	

13	 332	 286	 0	 0	 0	 71	 357	 ü	

14	 525	 400	 0	 140	 0	 53	 593	 ü	

15	 357	 122	 89	 159	 0	 47	 417	 ü	

16	 123	 0	 94	 19	 0	 25	 138	 ü	

21	 777	 32	 418	 204	 0	 246	 900	 ü	

22	 399	 52	 116	 155	 0	 139	 462	 ü	

23	 440	 205	 103	 103	 0	 110	 521	 ü	

25	 316	 196	 92	 0	 13	 65	 366	 ü	

26	 589	 154	 281	 63	 0	 194	 692	 ü	

27	 607	 419	 45	 49	 0	 189	 702	 ü	

32	 594	 341	 149	 77	 17	 128	 712	 ü	

34	 222	 131	 0	 19	 0	 98	 248	 ü	

36	 1861	 930	 683	 43	 0	 476	 2132	 ü	

39	 1513	 725	 196	 345	 0	 515	 1781	 ü	

40	 1388	 373	 696	 378	 0	 194	 1641	 ü	

43	 403	 89	 268	 0	 74	 45	 476	 ü	

44	 273	 188	 71	 14	 0	 45	 318	 ü	

47	 400	 116	 63	 84	 98	 116	 477	 ü	

48	 89	 79	 6	 6	 5	 0	 96	 ü	

49	 128	 0	 127	 0	 0	 1	 128	 ü	

50	 199	 85	 89	 12	 0	 42	 228	 ü	

51	 221	 0	 104	 0	 0	 134	 238	 ü	

Under-estimation of sub-estimates in bottom-up scenario and over-estimation 
of overall estimate in top-down scenario violates sub-additivity this leads to miss-rep-
resentations of costs in both the scenarios. Th erefore, software practitioner should adopt 
tools and techniques that ensure sub-additive estimates. Th ere can be scenarios where 
estimates fulfi ll the sub-additivity but they may still be under-estimated or over-estimat-
ed. For example, for a bottom-up scenario, the sub-estimates fulfi lling the sub-additivity 
property means they are not under-estimated just to satisfy the sub-additivity. Th ey can 
still be under-estimated or over-estimated due to other factors despite sub-additivity is 
fulfi lled. Similarly, for a top-down scenario where the overall estimate fulfi lls sub-addi-
tivity ensuring that it is not over-estimated, it may still be over-estimated or under-esti-
mated. Sub-additivity ensures the natural aggregation and decomposition of estimates. 
Sub-additivity is not the accuracy of the estimate; accuracy of the estimates is related to 
estimation models, tools and techniques of cost estimation processes. TABLE 09. Top-down percentile based estimates at 99% probability

Furthermore, it is observed that for few samples the range of random 
variable, i.e., diff erence between w and a, should be small, since due to small 
number of samples the probability changes signifi cantly from sample to 
sample. Th erefore, for the example discussed in section 2, the lower probabili-
ty bound of w is set as a. While for large number of samples or for continuous 
probability distributions this restriction can be relaxed.

It is recommended that future research work should adopt diff erent par-
ametric and non-parametric probabilistic representations of costs to test the 
sub-additivity of estimates. For example, researchers have proposed Gaussian 
and Weibull distributions to represent the cost of software development pro-
jects. Furthermore, diff erent probabilistic levels should be tested against the 
sub-additive behavior of estimates. 
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is more than the sum of the sub-estimates of 1029 man-months, i.e., 1053 > (362 + 29 + 414 +
0 + 224 = 1029). 
The results of the case-study show that for the bottom-up scenarios, the proposed model holds 
the sub-additivity property; whereas the percentile based estimates violates sub-additivity for 
the projects 10, 18, 20, 24, 38, 42, 52, 81, 90, 103 and 122; therefore, out of 55 projects 11 projects 
violated the sub-additivity. Similarly, for the top-down scenarios, while the proposed model 
fulfills the sub-additivity for all the projects the percentile based estimates fails the sub-
additivity for the projects 8, 34, 36, 50, 51, 59, 69, 76, 83, 93, 104, 117, 134, 138, and 145; altogether 
15 out of 89 projects failed the percentile based sub-additivity. Therefore, altogether 26 out of 
144, i.e., 18%, projects experienced sub-additive adjustments in estimated costs. 
Note the large differences between the estimated costs from the proposed model and the 
estimated costs from the percentile based approach. For example, the estimated overall cost for 
the bottom-up scenario of project 10 using the proposed model is 248 man-days while the 
percentile based approach produces the overall cost of 607 man-months. Similarly, for the top-
down scenario, the overall estimated cost using the proposed model is 492 man-days while the 
percentile based overall cost is 1053 man-days. This phenomenon is due to long extended tail of 
the gamma distribution which reaches to large value with small changes in probabilities. The 
proposed model has a maximum and minimum range which keeps the estimates well within 
the defined region. Whereas, the percentile based estimates reaches to large amounts of 
estimated costs. 
Furthermore, the case-study focused on the estimated costs at 99% probability to stress the sub-
additivity, while project managers are keen to estimate the cost at 70% probability (Fairley, 
1995). Therefore, let’s consider the bottom-up scenario of project 10 and estimate the cost at 75% 
probability, i.e., 𝑎𝑎 = 0.75, and letting 𝑤𝑤 = 0.65, so that the probability of the estimate is 
approximately around 70%. The estimated sub-estimates at 75% probability are 7.64, 52.55, 
75.07, 0 and 0 man-days, and their sum comes to 135.26 man-days. While, the estimated overall 
cost from the aggregated distribution is 133 man-days. Therefore, for project 10 at 75% 
probability the sub-estimates using the proposed model are sub-additive, i.e., 133 ≤ 7.64 +
52.55 + 75.07 + 0 + 0 = 135.26 . 
 Similarly, for the top-down scenario of project 8, the estimated overall cost at 75% probability 
using the proposed model is 268 man-days. Furthermore, the de-convolved distributions 
produce the following sub-estimates: 97.45, 7.24, 111.43, 0 and 60.14 man-days. These results 
show that the estimated overall estimate is sub-additive, i.e., 268 ≤ 97.45 + 7.24 + 111.43 +
0 + 60.14 = 276.26 . 

Table 9: Top-down percentile based estimates at 99% probability 

(Sub-additivity:	pass	ü,	fail	û) 

	 FP	 ILF	 EIF	 EI	 EO	 EQ	 ILF+EIF+EI+EO+EQ	 	
1	 272	 79	 21	 166	 0	 16	 282	 ü	

2	 706	 167	 195	 376	 0	 42	 780	 ü	

4	 772	 133	 588	 190	 0	 0	 911	 ü	

5	 1950	 551	 778	 310	 0	 548	 2187	 ü	

7	 1649	 791	 496	 83	 0	 283	 1653	 ü	

8	 1053	 362	 29	 414	 0	 224	 1029	 û	

12	 717	 168	 277	 230	 42	 73	 790	 ü	

13	 588	 522	 0	 0	 0	 130	 652	 ü	

14	 965	 730	 0	 255	 0	 97	 1082	 ü	

15	 722	 223	 163	 292	 0	 87	 765	 ü	

16	 213	 0	 173	 35	 0	 47	 255	 ü	

21	 1561	 59	 763	 373	 0	 450	 1645	 ü	

22	 766	 96	 213	 284	 0	 255	 848	 ü	

23	 803	 374	 189	 189	 0	 200	 952	 ü	

25	 605	 358	 169	 0	 25	 119	 671	 ü	

26	 1204	 281	 512	 116	 0	 355	 1264	 ü	

27	 1208	 765	 83	 90	 0	 346	 1284	 ü	

32	 1070	 622	 272	 143	 32	 233	 1302	 ü	

34	 550	 240	 0	 35	 0	 180	 455	 û	

36	 4003	 1696	 1245	 80	 0	 868	 3889	 û	

39	 3129	 1321	 358	 630	 0	 939	 3248	 ü	

40	 2646	 681	 1270	 690	 0	 355	 2996	 ü	

43	 695	 163	 490	 0	 136	 82	 871	 ü	

44	 496	 343	 130	 26	 0	 82	 581	 ü	

47	 657	 212	 117	 154	 180	 212	 875	 ü	

48	 154	 145	 13	 13	 9	 0	 180	 ü	

49	 234	 0	 232	 0	 0	 3	 235	 ü	

50	 433	 157	 163	 23	 0	 78	 421	 û	

51	 563	 0	 191	 0	 0	 245	 436	 û	

53	 383	 145	 113	 0	 0	 131	 389	 ü	

57	 387	 133	 133	 0	 0	 133	 399	 ü	

58	 412	 109	 120	 0	 0	 185	 414	 ü	

59	 1080	 335	 459	 0	 124	 124	 1042	 û	

61	 1226	 435	 322	 281	 77	 394	 1509	 ü	

62	 1147	 720	 260	 227	 0	 240	 1447	 ü	

63	 1202	 333	 314	 34	 0	 594	 1275	 ü	

64	 499	 190	 123	 157	 0	 101	 571	 ü	

65	 872	 251	 198	 95	 0	 396	 940	 ü	

66	 490	 74	 390	 35	 0	 110	 609	 ü	

67	 1149	 370	 309	 185	 0	 432	 1296	 ü	

68	 363	 127	 127	 0	 0	 120	 374	 ü	

69	 419	 125	 178	 0	 0	 112	 415	 û	

71	 1312	 241	 592	 117	 0	 392	 1342	 ü	

72	 1128	 596	 160	 206	 46	 310	 1318	 ü	

74	 917	 640	 32	 226	 162	 84	 1144	 ü	

76	 760	 331	 138	 23	 0	 235	 727	 û	

78	 414	 115	 223	 89	 0	 38	 465	 ü	

79	 442	 170	 70	 135	 39	 100	 514	 ü	

80	 1403	 0	 15	 0	 0	 1399	 1414	 ü	

83	 1012	 218	 304	 26	 0	 462	 1010	 û	

15	 722	 223	 163	 292	 0	 87	 765	 ü	

16	 213	 0	 173	 35	 0	 47	 255	 ü	

21	 1561	 59	 763	 373	 0	 450	 1645	 ü	

22	 766	 96	 213	 284	 0	 255	 848	 ü	

23	 803	 374	 189	 189	 0	 200	 952	 ü	

25	 605	 358	 169	 0	 25	 119	 671	 ü	

26	 1204	 281	 512	 116	 0	 355	 1264	 ü	

27	 1208	 765	 83	 90	 0	 346	 1284	 ü	

32	 1070	 622	 272	 143	 32	 233	 1302	 ü	

34	 550	 240	 0	 35	 0	 180	 455	 û	

36	 4003	 1696	 1245	 80	 0	 868	 3889	 û	

39	 3129	 1321	 358	 630	 0	 939	 3248	 ü	

40	 2646	 681	 1270	 690	 0	 355	 2996	 ü	

43	 695	 163	 490	 0	 136	 82	 871	 ü	

44	 496	 343	 130	 26	 0	 82	 581	 ü	

47	 657	 212	 117	 154	 180	 212	 875	 ü	

48	 154	 145	 13	 13	 9	 0	 180	 ü	

49	 234	 0	 232	 0	 0	 3	 235	 ü	

50	 433	 157	 163	 23	 0	 78	 421	 û	

51	 563	 0	 191	 0	 0	 245	 436	 û	

53	 383	 145	 113	 0	 0	 131	 389	 ü	

57	 387	 133	 133	 0	 0	 133	 399	 ü	

58	 412	 109	 120	 0	 0	 185	 414	 ü	

59	 1080	 335	 459	 0	 124	 124	 1042	 û	

61	 1226	 435	 322	 281	 77	 394	 1509	 ü	

62	 1147	 720	 260	 227	 0	 240	 1447	 ü	

63	 1202	 333	 314	 34	 0	 594	 1275	 ü	

64	 499	 190	 123	 157	 0	 101	 571	 ü	

65	 872	 251	 198	 95	 0	 396	 940	 ü	

66	 490	 74	 390	 35	 0	 110	 609	 ü	

67	 1149	 370	 309	 185	 0	 432	 1296	 ü	

68	 363	 127	 127	 0	 0	 120	 374	 ü	

69	 419	 125	 178	 0	 0	 112	 415	 û	

71	 1312	 241	 592	 117	 0	 392	 1342	 ü	

72	 1128	 596	 160	 206	 46	 310	 1318	 ü	

74	 917	 640	 32	 226	 162	 84	 1144	 ü	

76	 760	 331	 138	 23	 0	 235	 727	 û	

78	 414	 115	 223	 89	 0	 38	 465	 ü	

79	 442	 170	 70	 135	 39	 100	 514	 ü	

80	 1403	 0	 15	 0	 0	 1399	 1414	 ü	

83	 1012	 218	 304	 26	 0	 462	 1010	 û	

15	 722	 223	 163	 292	 0	 87	 765	 ü	

16	 213	 0	 173	 35	 0	 47	 255	 ü	

21	 1561	 59	 763	 373	 0	 450	 1645	 ü	

22	 766	 96	 213	 284	 0	 255	 848	 ü	

23	 803	 374	 189	 189	 0	 200	 952	 ü	

25	 605	 358	 169	 0	 25	 119	 671	 ü	

26	 1204	 281	 512	 116	 0	 355	 1264	 ü	

27	 1208	 765	 83	 90	 0	 346	 1284	 ü	

32	 1070	 622	 272	 143	 32	 233	 1302	 ü	

34	 550	 240	 0	 35	 0	 180	 455	 û	

36	 4003	 1696	 1245	 80	 0	 868	 3889	 û	

39	 3129	 1321	 358	 630	 0	 939	 3248	 ü	

40	 2646	 681	 1270	 690	 0	 355	 2996	 ü	

43	 695	 163	 490	 0	 136	 82	 871	 ü	

44	 496	 343	 130	 26	 0	 82	 581	 ü	

47	 657	 212	 117	 154	 180	 212	 875	 ü	

48	 154	 145	 13	 13	 9	 0	 180	 ü	

49	 234	 0	 232	 0	 0	 3	 235	 ü	

50	 433	 157	 163	 23	 0	 78	 421	 û	

51	 563	 0	 191	 0	 0	 245	 436	 û	

53	 383	 145	 113	 0	 0	 131	 389	 ü	

57	 387	 133	 133	 0	 0	 133	 399	 ü	

58	 412	 109	 120	 0	 0	 185	 414	 ü	

59	 1080	 335	 459	 0	 124	 124	 1042	 û	

61	 1226	 435	 322	 281	 77	 394	 1509	 ü	

62	 1147	 720	 260	 227	 0	 240	 1447	 ü	

63	 1202	 333	 314	 34	 0	 594	 1275	 ü	

64	 499	 190	 123	 157	 0	 101	 571	 ü	

65	 872	 251	 198	 95	 0	 396	 940	 ü	

66	 490	 74	 390	 35	 0	 110	 609	 ü	

67	 1149	 370	 309	 185	 0	 432	 1296	 ü	

68	 363	 127	 127	 0	 0	 120	 374	 ü	

69	 419	 125	 178	 0	 0	 112	 415	 û	

71	 1312	 241	 592	 117	 0	 392	 1342	 ü	

72	 1128	 596	 160	 206	 46	 310	 1318	 ü	

74	 917	 640	 32	 226	 162	 84	 1144	 ü	

76	 760	 331	 138	 23	 0	 235	 727	 û	

78	 414	 115	 223	 89	 0	 38	 465	 ü	

79	 442	 170	 70	 135	 39	 100	 514	 ü	

80	 1403	 0	 15	 0	 0	 1399	 1414	 ü	

83	 1012	 218	 304	 26	 0	 462	 1010	 û	

84	 380	 22	 58	 0	 0	 355	 435	 ü	

86	 546	 412	 53	 53	 0	 137	 655	 ü	

88	 427	 320	 65	 48	 0	 101	 534	 ü	

91	 2109	 438	 308	 114	 0	 1753	 2613	 ü	

93	 3667	 1495	 1209	 308	 110	 352	 3474	 û	

96	 446	 166	 52	 91	 0	 157	 466	 ü	

97	 3393	 1217	 403	 1223	 200	 578	 3621	 ü	

98	 146	 13	 127	 0	 31	 0	 171	 ü	

99	 170	 46	 46	 89	 0	 0	 181	 ü	

100	 411	 0	 113	 0	 315	 0	 428	 ü	

101	 440	 91	 119	 91	 0	 212	 513	 ü	

104	 1035	 114	 320	 488	 0	 50	 972	 û	

106	 1048	 415	 292	 237	 16	 272	 1232	 ü	

107	 510	 308	 130	 0	 0	 130	 568	 ü	

109	 1357	 709	 125	 395	 44	 169	 1442	 ü	

110	 1206	 101	 1052	 112	 224	 0	 1489	 ü	

111	 6210	 3684	 1699	 550	 399	 919	 7251	 ü	

115	 1717	 1367	 390	 241	 0	 126	 2124	 ü	

116	 1359	 1144	 108	 121	 0	 292	 1665	 ü	

117	 211	 127	 16	 63	 0	 0	 206	 û	

118	 1911	 607	 738	 282	 0	 486	 2113	 ü	

120	 293	 84	 105	 98	 0	 42	 329	 ü	

123	 3980	 1130	 1405	 1023	 193	 1212	 4963	 ü	

126	 406	 293	 104	 43	 0	 49	 489	 ü	

127	 1221	 524	 264	 342	 52	 208	 1390	 ü	

129	 2431	 1719	 617	 172	 130	 351	 2989	 ü	

130	 1615	 875	 83	 480	 0	 191	 1629	 ü	

131	 542	 96	 438	 68	 20	 88	 710	 ü	

134	 2133	 670	 1011	 47	 33	 170	 1931	 û	

135	 764	 362	 200	 197	 16	 95	 870	 ü	

136	 1152	 594	 226	 150	 0	 323	 1293	 ü	

137	 1532	 355	 588	 131	 0	 519	 1593	 ü	

138	 832	 300	 326	 0	 6	 117	 749	 û	

139	 1019	 163	 909	 92	 49	 49	 1262	 ü	

140	 191	 67	 15	 37	 0	 73	 192	 ü	

141	 478	 361	 133	 0	 0	 0	 494	 ü	

142	 229	 141	 63	 0	 0	 48	 252	 ü	

143	 1420	 342	 408	 590	 0	 219	 1559	 ü	

145	 1012	 346	 16	 0	 0	 434	 796	 û	
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APPENDIX A

X is a random variable where xq is the value of X at probability q ∈ [0,1], 
such that P[X≤xq]=q. Th e expectation of X is defi ned as 𝔼[X] = ∫xf(x)dx, where 
f(x) is the probability density function of X (Papoulis, 1991).

𝕏i is a discrete sequence of samples where the index i is defi ned as i=su-
premum { k:P{𝕏i≤𝕩i } ≤q }. Th e sample 𝕩qi is the value 𝕏i at probability q such 
that P{𝕏i≤𝕩i }=q (Ross, 2007; Delbaen, 2002; Montgomery and Runger, 2007; 
Papoulis, 1991). Th e expectation of 𝕏i is defi ned as E[𝕏i] = ∑k xk P{𝕏i≤𝕩k }. 

For X, the probability q is equal to the estimated probability P[X≤x-
q]=q. However, for 𝕏i, the probability P{𝕏i≤𝕩i} may exceed q, i.e. P{𝕏i≤𝕩i}>q. 
Furthermore, the probability P{𝕏i>𝕩i} = 1-q may be under-estimated (Acerbi 
et al., 2001).

Th erefore, a sample of 𝕏i at a probability q may not have the exact 
probability q it may have probability P{𝕏i≤𝕩i}>q, which causes over-estimated 
value of 𝕩i. As a consequence the probability P{𝕏i>𝕩i}<1-q is less than 1-q, i.e., 
P{𝕏i>𝕩i}<1-q and the value of the sample at probability 1-q is less.

APPENDIX B

A continuous random variable X can be modeled with a gamma distribu-
tion, i.e., X ~ Γ(k,θ), where k and θ are the shape and spread parameters of the 
gamma distribution, respectively. Th e expectation of the gamma distribution 
is defi ned as 𝔼[X ~ Γ(k,θ)] = k θ (Ross, 2007).

Th e gamma distribution has the following probability density function 
(Papoulis, 1991):

fX (x) = 1
θk Γ(k)

 xk-1 e-x/θ,  x ∈ ℝ+, k ∈ ℕ, θ ∈ ℝ+   (B.1)

Where Γ(k) is the gamma function that is defi ned as follows:
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